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also wrote the majority of the text. Ken Pfuffer and Hans Gellersen participated
in the early conception phase. The implementation and evaluation of the proto-
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1. Introduction

Designing information systems is partly a problem of configuring which tasks
should be executed by computers or humans. An obvious starting point for deter-
mining this division of labor between the two parties is the relative differences
in capabilities. It is commonly known that computers can perform predefined
instructions tirelessly and with precision, but lack the interpretative and ad-hoc
decision making capabilities possessed by humans. A parallel problem emerges
when designing the interface between the humans and the computer system
they will use; the two parties need to communicate, but allocating the commu-
nicative work of displaying, sensing and interpreting information is a complex
design problem. Among other considerations, the problem is informed by the
respective sensing and interpretation capabilities of computers and humans.
Computers are limited in terms of what they can sense as input through various
sensors, while users are limited by their sensory organs as well as their finite
attentional resources. The division of labor is in constant flux due to changing
demands and capabilities. The sensing capability of early computers was limited
to dedicated input devices such as the keyboard and the mouse, and the system’s
interpretation of user input was straightforward in the sense that user actions
mapped directly to predefined commands. The success of communication in
these systems consequently depended on users’ ability to accurately model the
system’s behavior and provide the right inputs. In the last few decades, the
sensing capabilities of interactive systems have diversified from these dedicated
input devices to a plethora of sensors that gather additional information about
the user and environment while the modeling capabilities of computer systems
increased.

This thesis investigates how a particular type of information, namely users’
visual attention, should be utilized by the system during interaction. Visual
perception is a crucial sensory capability for humans. It is thus no surprise that
user interfaces are designed to take advantage of this capability by displaying
graphical elements. Furthermore, the design of many interfaces assumes the
presence of visual perception during input; in order to accurately select an item
on a touchscreen, users must move their fingers to the target position in a
coordinated fashion, all the while taking on board continuous visual feedback
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Introduction

from the environment. When we look at a graphical interface or the environment,
our visual field can be populated by many objects and their numerous features.
Yet we mentally process only a portion of them at a given time. The selectivity
in what we process corresponds to the concept of visual attention. Visual
attention is continuously facilitated by various actions such as eye and head
movements. In most previous human–computer interaction, the significance
of these actions lied in their value of monitoring the system’s state and the
environment. However, the developing sensing capability of computers makes
it increasingly possible to use these actions for purposes other than just visual
monitoring. Said actions instead become inputs that provide information about
what the users are visually attending to, which in turn leads to changes in how
the system behaves. This development brings forth the problem of utilizing
visual attention information for interaction. Two lines of research in HCI are
particularly relevant to this problem.

First is the research on novel input modalities that provide a more direct mea-
sure of visual attention. A particularly notable technology is eye tracking, which
makes it possible to sense the user’s gaze direction with far greater accuracy
than that allowed for by other input devices. Eye tracking has been a means
of communication for disabled users who cannot operate manual input devices,
but its use as an everyday input modality—long envisioned by researchers
[9, 55, 56]—is yet to materialize. However, relatively accurate eye tracking
is now available through affordable equipment, which means that there is an
opportunity for the general population to benefit from it. The emergence of eye
tracking and other sensing technologies raises the question of how various tasks
should be divided between different human capabilities (e.g. moving hands,
moving eyes) and, by extension, different input methods.

Second is the long line of research on attentive interfaces [49, 96, 119] which
aims to adapt the interaction based on users’ attention information. The depar-
ture point of attentive interfaces is that human attention is a limited resource
and interfaces should keep track of this limited resource to determine users’
workload and environmental awareness [49]. The attention information, in
turn, can be used to decide when to interrupt users [49] or how to compensate
users’ temporary attentional disconnect through visual changes on the interface
[21, 41]. A separate but related line of research addresses the option of dele-
gating control to the system when the users are considered to be less capable
of control and decision making [32, 88, 122]. Common among this work is the
treatment of users’ capabilities as a contextual phenomenon that is partly de-
termined by their ability to monitor the environment. Attentive interfaces thus
raise the question of configuring the division of labor between the user and the
system based on users’ contextually changing capabilities.

The two lines of research also highlight different and partly conflicting consid-
erations related to visual attention. On the one hand, eye tracking and other
novel input modalities promise performance improvements over existing inter-
action methods [e.g., 55, 104, 129]. On the other hand, human visual attention,
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itself constrained by the spatial acuity of the eyes, poses its own limitation for
human performance. How these different considerations can be reconciled for
interface design remains an open question.

1.1 The Scope and Contributions of the Thesis

This thesis aims to address the challenge of designing for two considerations,
namely utilizing users’ gaze information and designing for limited visual at-
tention. I frame this in terms of a constructive research program of adapting
interaction to users’ level of visual monitoring during input. Said program has
been realized through a series of prototypes that were designed for different use
cases. The common focus of the research program and its main contributions
can be summarized in the following questions:

1.1.1 What are the implications of limited visual attention for
interface design?

The thesis formulates the research program of designing for limited visual
attention as a combination of different considerations related to visual attention.
I make distinctions between visual attention information as a 1) measure of what
users prioritize in terms of the elements they are monitoring in the environment,
2) what they have already monitored and 3) what they aim to signal to the
system. The first two considerations of visual attention information relate to
the cognitive role of visual attention in monitoring the environment, while
the third interpretation is communicative and intimately related to the way
a system utilizes visual attention information. I show how different design
approaches that utilize visual attention information can be expressed in terms
of these different considerations. The emergence of visual attention information
as an input makes the third consideration ever more relevant, although a
design approach in HCI has been to ground this communicative aspect of users’
visual attention actions on their monitoring function, leading to expectations of
implicitness. The publication IV provides an operational definition of implicit
interaction, which I use to express the problem of utilizing visual attention
information for interaction.

1.1.2 How can an interactive system adapt interaction based on
users’ level of visual attention?

The main focus and contribution of the thesis is constructive and includes various
input handling and visual feedback methods that compensate for users’ lack of
visual attention. These techniques have been prototyped for various applications
that operationalize visual attention through different instruments (e.g. eye and
head orientation tracking). The application cases were:

Pointing on touchscreens: Pointing, that is the selection of an interface
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item through positional input, is one of the most common actions in HCI. For
graphical user interfaces, pointing is often performed through mouse cursors
or finger contact on touchscreens. At the same time, unlike keyboards or other
input devices that provide tactile cues, accurate input using a mouse or touch-
screen requires users to monitor their hand movements. This requirement of
visual monitoring is a bottleneck in situations where users need to divide their
attention between multiple interface regions. The publications I and II aimed
to support interaction in these cases by adjusting the system’s handling of user
inputs based on their degree of visual monitoring. If a user had performed an
input while looking elsewhere on the interface, the system handled the input
as positionally inaccurate and relied on other inputs to resolve uncertainty.
Another interaction technique involved adjusting the position and the size of the
visual feedback based on the user’s gaze direction. Both publications used eye
trackers that provide fine-grained data pertaining to visual attention.

Collaborative work on shared screens: Many interaction tasks benefit
from concurrent input of multiple users in shared workspaces. Yet concurrent
input also introduces the challenge of maintaining coordination between multiple
users, in particular ensuring that the work done by individual users is relevant
to the joint activity and that individual users’ actions do not interrupt those of
others. Because human attention is limited, the public availability of information
does not guarantee individual users’ awareness of others’ actions. A potential
opportunity for design is to track users’ locus of visual attention and adapt the
interaction accordingly. The publication III investigated adapting the access
rights based on how multiple users visually attend to the interface and each
other’s actions on a shared display.

1.1.3 How do low visual attention and interaction techniques that
adapt to users’ visual attention affect performance and user
experience?

The empirical contribution of the thesis is the data gathered through different
studies that evaluate the performance and user experience of the interaction
methods developed for various applications. The empirical questions that guided
the individual publications were:

• RQ1.1: How is touch accuracy affected by decreased visual monitoring?

• RQ1.2: What are the particular considerations for touch input without visual
monitoring?

• RQ2.1: How does the performance of a gaze-aware interaction technique
compare with traditional input for acquisition and manipulation tasks?

• RQ3.1: What are the visual attention-based access preferences for different
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actions?

• RQ3.2: What are the motivations for different visual attention-based access
preferences?

These questions show the effect of low visual attention and the particular
interaction methods that compensate for low visual attention regarding user
performance and experience. I discuss these observations in terms of the trade-
offs between time and spatial multiplexing and between adaptiveness and
predictability. The qualitative analysis of the data gathered through video
analysis and interviews points to additional considerations for future system
design.

1.2 The Structure of the Thesis

This thesis is based on a number of publications that document my work on
using visual attention data to adapt interaction based on users’ level of visual
monitoring during input. The following chapters provide an overview of the cen-
tral concepts relevant to the research, while also describing the overall research
strategy and situating the interaction techniques and empirical observations
within the larger domain of HCI research. The chapters are organized as follows:

Chapter 2 introduces the concept of visual attention through an overview of
related work on human cognition and interpersonal communication. A main
distinction is made between visual attention as a cognitive measure of moni-
toring the environment and visual attention as a communicative signal that is
available to other entities in the environment. Importantly, various conceptions
of visual attention point to different considerations for the use of visual attention
information for interaction.

Chapter 3 frames the thesis in terms of a constructive research program
of adapting interaction to users’ level of visual monitoring during input and
describes how individual publications instantiated this program in different
ways. The differences concern the unit of visual attention (single or multiple
users), how the visual monitoring is operationalized, and the particular input
handling and visual feedback methods that aim to compensate for users’ lack of
visual monitoring.

The prototypes that have been developed as part of the constructive research
program have been evaluated through different user studies to answer various
empirical research questions. Chapter 4 summarizes the studies’ designs and
their main results.

Chapter 5 discusses the observations in the context of more general concepts
in HCI research, namely the trade-off between time and spatial multiplexing
and the uncertainty introduced by adaptive interfaces. The chapter summarizes
the main contributions of the thesis and provides an outlook for future work.
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2. Background: Visual Attention as
Cognition and Communication

This chapter introduces the constructs of attention and visual attention through
an overview of previous work on human cognition and interpersonal communi-
cation. Importantly, different conceptions of attention—and by extension visual
attention—bring forth different insights, which ultimately point to different con-
siderations for interactive system design. I make one major distinction between
two different interpretations of actions that facilitate visual attention, first as a
cognitive measure of what is being monitored in the environment, and second as
communicative signals that are available to and utilized by other agents. This
distinction is important as the emergence of sensing devices such as eye track-
ing as input methods entails a partial shift from cognitive to communicative
considerations.

2.1 Visual Attention and Cognition

2.1.1 Attention as a Psychological Construct

The psychological treatment of the concept of attention can be traced to as early
as the nineteenth century when James described it as “taking possession by
the mind...withdrawal from some things in order to deal effectively with others”
[57, p. 403]. The emergence of attention as a mature area of study, however,
coincides with the development of information-processing models in cognitive
psychology [80, p.179] that reframed diverse phenomena such as memories,
thoughts or sensory experience under the unifying framework of information.
Within this framework, attention emerged as a necessary construct to explain
the discrepancy between information available to the cognitive system and what
can actually be processed [1, 58, 73]: At a given time, the mind is tasked with
processing information of internal (e.g., memories, thought) or external origin
(e.g. visual, auditory stimuli) [17], but is limited by its processing capacity. A
direct consequence of this limitation is the selectivity regarding the processed
information [1, 73, 79]. Attention has been conceptualized either as the cause
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of this selectiveness or as the by-product of different priming events or inputs
that compete for representation and processing in the brain [19, 25, 58]. Yet
central to all conceptions is the ability to prioritize certain stimuli over others.
The functional outcome of this prioritization is roughly summarized in Lindsay
and Norman’s characterization of attention as a “two-edged sword” [73, p.356].
On one hand, attention involves focusing on information that is of immediate
interest and filtering out competition and interferences. On the other hand,
selectivity of attention results in limitations to what can be tracked at a given
time, leading to potential omissions of useful information.

It should be noted that the precise application of information processing mod-
els to human beings has been non-trivial1 and diverse interpretations led to
different conceptions of attention. While the processing capacity or the commu-
nication bandwidth of machines can be specified through design, experimental
psychologists’ knowledge on the limits of human processing capacity relies on the
performance data observed through behavioral measures such as reaction time,
response accuracy or memory reports. Experiments generally operationalize
attention by observing the extent information can be accurately memorized or
reacted upon by participants after they have been exposed to multiple audio
streams [e.g. 10] or crowded visual fields [e.g. 19, 58]. The particular information
that can be accurately reported during these attentional “overload” situations
provides evidence for a limitation posed by the information processing capacity.
Early work such as Broadbent’s filter theory [10] characterized attention as
a single channel bottleneck that filters different inputs early on during the
cognitive process based on their task relevance. Distributing information to
different streams (such as spatially distributing audio through multiple speak-
ers or utilizing multiple sensory modalities) is deemed helpful for filtering out
irrelevant information, but the final processing is conceived as a many-to-one
convergence [81]. As such, information processing is a time resource that can
not be shared between different tasks: “When no material is to be discarded
there is comparatively little advantage in using two or more sensory channels for
presenting information” [10, p.34].

Later work put the non-shareable single channel bottleneck model into ques-
tion by observing the concurrent accomplishment of multiple tasks with different
attentional demands [81, 17, 121]. The limitations of human processing and
attentional selectivity predicts an upper limit to performance, which can be ob-
served in the trade-offs between the attentional demand of the primary task and
the performance of the secondary task [121]. Importantly, this performance limit
is not static but sensitive to a person’s skill and the type of stimuli. For example,

1 In fact, the definitions of human information processing capability do not neces-
sarily mirror information theory as formulated by Shannon. Luce observes: “Of
course, the word information has been almost seamlessly transformed into the con-
cept of ‘information-processing models’ in which information theory per se plays no role.
The idea of the mind being an information-processing network with capacity limitations
has stayed with us, but in far more complex ways than pure information theory.” [75,
p.185].
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multi-tasking performance during simultaneous writing, comprehension and
reading can improve with practice [105]. Another observation is the improved
multitask performance if two separate tasks are conducted over different sen-
sory channels, such as when providing vehicle drivers audio instead of visual
instructions [74], showing a cross-modal advantage for time-sharing between
different tasks. Such findings led to a conception of information processing as
a collection of multiple and situated resources that can be deployed in parallel
and with relative independence [121] instead of the unitary model of attention
that is conceived as a single channel bottleneck. The division between resources
can be done on the basis of information processing stages, perceptual modalities
(e.g., auditory or visual), channels (e.g., foveal or peripheral vision) and codes
(e.g., spatial or symbolic information) [121].

2.1.2 Visual Attention

Visual attention accordingly refers to selectivity in processing visual information
[85]. As with general attention research, visual attention can be conceptualized
as a cause or an effect [25]. One example of the cause conception is to treat
visual attention as a spotlight that covers only a portion of a vast visual field
[58, 90]. The spotlight metaphor also suggests selectivity based on spatial
location within this visual field. Yet the precise entity of visual attention,
and thus its limitation, has been the subject of ongoing research. In addition
to spatial selection, previous work identified discrimination-based (such as
color and shape) and object-based (where attention is limited by the number of
separate objects) selection criteria [19, 24].

In addition to different selection criteria, visual selection has been concep-
tualized as the product of both top-down and bottom-up processes (sometimes
referred to as endogenous and exogenous) [19, 85, 112]. The distinction is based
on the source of bias that directs attention. Bottom-up control is defined as
stimuli-driven, determined by the feature properties in the environment [112].
Empirical support for bottom-up control comes from various saliency models
that predict visual attention based on various visual variables such as contrast,
movement or color. Top-down control, on the other hand, is defined as goal-
driven [112], or more broadly as cognitively biased [19]. Previous research has
observed better response accuracy and reaction times if experimental subjects
are provided visual cues, providing evidence for top-down control of attention
informed by the prior knowledge about visual field [90].

Visual attention and gaze direction
There has been a long line of research that correlates attention with motor
behavior, particularly with that of eye movements [93]. The spatial distribution
of acuity in the human visual field poses limitations to what can be sensed. The
acuity is highest on the foveal region (the central 2◦ of vision) and gradually
decreases further into parafovea (which extends 5◦ from the center) and periph-
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eral regions [93]. The decreasing acuity means that perception is continuously
facilitated by foveal alignment (i.e., eye movements that spatially align the
gaze direction with the locus of attention). This is typically done using high
velocity movements called “saccades”, which are followed by relatively still “fixa-
tions”.2 Most experimental work uses screen based stimuli in the study of visual
attention (e.g. [48, 90]), where eye movements can solely facilitate foveal align-
ment. Yet foveal alignment with regions further in the periphery can require
head movements. Thus, an alternative categorization is to divide the visual
field based on the different types of action required for perception. Sander’s
distinction between “stationary”, “eye” and “head” fields is in this direction [99].
Furthermore, the types of actions needed for gaze alignment can be expanded to
include re-orienting one’s body posture or moving in the space when objects of
interest are distributed in the space.

Visual attention and gaze direction are not intrinsically tied, but it has been
suggested that separation is often the result of tightly controlled experimen-
tal conditions [90], such as when screen-based stimuli is flashed for a limited
amount of time [48]. Observations of more complex scenarios such as reading
text concluded that “there is no appreciable lag between what is being fixated
[by eyes] and what is being processed” [59], leading to the general “eye-mind
assumption”. Similar observations have been made for motor tasks of manually
reaching to targets in experimental studies [6, 92] or in the naturalistic obser-
vations of making tea [72] or preparing a snack [45]. An observation from the
latter set of studies is the high degree of synchrony between gaze direction and
hands, with eye fixations often preceding the handling of an object, providing ev-
idence for the top-down control of visual attention in task-based scenarios [111].
Part of the synchrony is due to the need for visually guiding hand movements
when reaching to an object. The need for visual guidance has also been shown
in controlled studies that reported decreased accuracy during manual target
acquisition for arm movements without visual guidance [8, 106, 11].

Visual attention, manipulation and coordination
The actions described so far, such as eye and head movements or moving in
space for gaze alignment, correspond to what has been called “sensor actions”
[66]; they involve adapting one’s own body, but do not cause any other changes
in the environment. However, for many realistic use cases, the repertoire of
actions involved in perception can be expanded to include manipulating the
environment. For example, perception can require removing obstacles in the
visual field or positioning objects to locations that are easier to gaze at. The role
of manipulation in visual selection has been observed early in the development
process of visual skills [127] when infants manipulate objects to bring them to
the centre of their visual field and closer to their eyes. In doing so, they increase

2In addition to saccades, previous studies identified pursuit, vergence, and vestibular
eye movements, but saccadic eye movements are generally considered more relevant
due to their high correlation with stimulus in experimental settings [93].
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the available stimuli but also filter out other objects of lesser importance [127].
The environment can be manipulated to ease perception by arranging the objects
to ease comparison [65]. Part of the physical arrangements is done to decrease
the load on memory such as using hands as placeholders [64]. Such manipulation
actions put an agent in a better position for perception by decreasing the visual
complexity of the environment, increasing the salience of certain items and
bringing related items together.

Various actions for facilitating perception and cognition are partly interchange-
able. For example, a person can memorize information in a visual field before
looking elsewhere, or alternatively use the visual field as an external memory
through continuous visual attention. Similarly, one can visually attend to an
object by reorienting gaze through eye and head movements or by physically
moving the object to the center of the foveal region using hands. Visual compari-
son of two items can involve continuous reorienting of one’s gaze between them
or physically bringing them closer to decrease the amount of eye movements.
Which strategy is more economic, that is, whether the savings from eye move-
ments make up for the effort spent in physical manipulation is an open question
that depends on the particulars of a given task.

2.2 From Cognition to Communication: Signalling Visual Attention

The work described so far conceptualized various actions (such as eye and head
movements) as a means for monitoring the environment. This focus has a
practical justification: as we perform our daily activities, many objects that
we monitor are not affected by how we monitor them. This means that the
significance of various actions that facilitate visual attention can be researched
solely through their value for monitoring the environment. As such, the main
research interest is cognitive.

At the same time, there are cases in which our actions that facilitate visual
monitoring can lead to changes in the behavior of other entities. A paradigmatic
example is face-to-face communication between humans, where participants
are able to see where the other party looks at. The use of gaze in interpersonal
interaction has been studied in social psychology [67] and conversation analysis
[97]. Previous studies have shown that humans are able to detect others’ gaze
direction with remarkable accuracy (within a few degrees of deviation if looking
straight to the other person [35]). The availability of gaze information means
that interlocutors in a conversation are not passively monitored as is the case
with inanimate objects, but have the capacity to sense and adjust their behavior
in response to others’ gaze.

Thus, the study of human communication early on distinguished between gaze
“as an act of perception by which one interactant can monitor the behaviour of the
other, and as an expressive sign and regulatory signal by which he may influence
the behaviour of the other” [63, p. 24]. As an act of perception, gaze supplements
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auditory information by monitoring the facial expression, posture and locus of
attention of others during conversation. At the same time, the availability of
gaze to the other party during face-to-face interaction means that it inevitably
assumes a number of communicative functions [3, 67, 86]. Since the human
face presents a wide array of information, much research has focused on how
or whether gaze is oriented to others’ faces during conversation. Looking at a
speaker signals attentiveness [33, 37, 63] and speakers seem to systematically
structure their sentences to secure hearer’s gaze [37]. Gaze direction can also
specify to whom an utterance is addressed in the presence of multiple hearers
[36]. Sustained mutual gaze can communicate intimacy during face-to-face
communication [2, 63]. Another domain of study is the orientation of gaze as
an indexical reference to the environment [38, 114]. Speakers in a conversation
can use their gaze direction to point to the objects in the environment and thus
establish common ground.

The fundamental distinction of the signalling function from monitoring is that
signalling requires the other party to register one’s gaze. At the same time, the
aforementioned observations on signalling attentiveness or soliciting attention
suggests that communicative uses of gaze, at least partly, rely on the affordances
created by its monitoring function, that is, they require participants themselves
to have some understanding of each others’ visual attention. As such, visual
attention as a construct is instrumental not only for analyzing interaction from
an external perspective but also to the participants themselves who maintain
a model of what the other person is attending to at a given time. Within this
communicative framework, however, analytic focus shifts from visual attention
as an objective mental state (as observed by the researcher) to visual attention
as a witnessable property in social interaction.

2.2.1 Conflicts between the Monitoring and Signalling Functions

The monitoring and signalling functions can provide competing explanations for
gaze behavior [13]. For example, various observational studies showed that it is
common for participants in a conversation to look away at the beginning of an
utterance and then reorient their gaze to the hearer towards the end [4, 63]. The
change in gaze orientation can partly be explained in cognitive terms. Speakers
are assumed to be less dependent on recipient’s visual feedback at the beginning
of their utterance and might even want to limit the external stimuli to dedicate
their attention to planning their utterance [4]. Conversely, they are more likely
to monitor the recipient’s response at the end and ahead of a planned change in
conversational role. In this regard, gaze behavior during conversation suggests
a top-down shift in attention driven by the divergent needs for information
and the constraints to information processing. At the same time, the public
availability of gaze direction means that gaze behavior can also be explained
by the additional communicative intention of making the other party aware of
one’s own gaze direction. Kendon’s interpretation of gaze behaviour is in this
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direction:

In withdrawing his gaze, p is able to concentrate on the organization
of the utterance, and at the same time, by looking away he signals
his intention to continue to hold the floor, and thereby forestall any
attempt at action from his interlocutor. In looking up, which we
have seen that he does briefly at phrase endings, and for a longer
time at the ends of his utterances, he can at once check on how his
interlocutor is responding to what he is saying, and signal to him
that he is looking for some response from him. [63, p. 42]

Competing explanations based on cognitive monitoring and communicative
signalling functions present a research challenge for understanding gaze behav-
ior. However, it has been noted that interlocutors themselves can be very much
confronted with the practical challenge of balancing between these multiple
functions of gazing. This led to an early theorization by Argyle that explains
gaze behavior as a combination of “avoidance” and “approach” factors [2]. For
instance, gaze aversion can be optimal for reducing cognitive load while plan-
ning an utterance, but complete gaze aversion might be socially inappropriate
during face-to-face conversation. The lack of complete gaze aversion can thus
be explained in terms of speakers compromising on cognitive needs in order to
fulfill the communicative functions of gaze [5]. Similarly, interlocutors might
want to increase their monitoring (and thus their information gain), but are
likely to inhibit their gaze to avoid signalling undue intimacy through prolonged
mutual gaze [2, 3, 63]. The availability of gaze in face-to-face communication
means that different considerations are practically intertwined, but there have
been attempts to isolate the two in experimental settings. Argyle et al. utilized
a one-way screen that allowed one of the participants to monitor the other with-
out his or her gaze being registered [3] (thus eliminating the communicational
function of gaze for one of the participants). In line with the expectations, the
one way screen resulted in less inhibition by the participant that is not seen by
the other.

2.3 Parallels in HCI

The section so far introduced the concepts of attention and visual attention
through a brief trajectory of the concepts in psychology and pragmatics, but
without going into the specifics of HCI. Yet the parallels to HCI should by
now be obvious for many readers. Conception of human–computer interaction
as a coupling of two information processors is pervasive in HCI (e.g. [16]).
However, as with experimental psychology, modeling human beings in terms of
sensory, cognitive and motor bandwidths has been non-trivial [103] and relies
on data observed during performance. A classical example is work on pointing
performance using Fitts’ law, in which information capacity of the human motor
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system is simplified into a single channel bottleneck that is inferred from the
trade-off between speed and accuracy [28, 76]. One group of HCI innovations
such as semantic pointing [7] or bubble cursor [39] essentially aim to make
better use of this limited capacity by exploiting information redundancies. As
such, they work within the boundaries of the single channel bottleneck.

Another group of innovations can be characterized as aiming to expand the
information capacity rather than working within the boundaries of the single
channel capacity. Work on multimodal interfaces assumes a multiple resource
model of human processing and facilitates concurrent use of audio, haptic and
visual channels for increased performance and robustness. Ambient, tangible
and graspable interfaces aim to shift interaction from focal visual channel to
haptic and visual peripheral channels [30, 54, 91]. A general insight from this
line of work is the dependence of the final information capacity (as inferred
through performance data) on the particular interface employed, as observed in
the relative advantage of bimanual interfaces over single-pointers for certain
tasks [15, 60].

The limitations posed by visual attention are broadly relevant for the design
of any interactive system due to the significance of visual attention for moni-
toring the interface and the environment. In this sense, the main interest has
been cognitive. One exception to this is multi-user interactions, where users’
visual attention assumes communicative functions, as documented early on in
shared control rooms [46]. Yet such communicative uses in collaborative work
mainly concern human–human interactions that occur in parallel with human–
computer interactions. The communicative use of visual attention information
by an interactive system is rather a later development; unlike interpersonal
communication, where interlocutors’ head orientation and gaze is often mutually
available, human–computer interface historically developed as a one-way screen.
The user can monitor the visual feedback shown by the interface, but the user’s
head and eye movements are beyond the sensing capability of the system, which
rules out their use as communicative signals. In this regard, one-way screen
describes an interface quality, namely the inability of the system to sense the
user’s gaze direction. However, it can also be regarded as a quality of how
the interface is articulated by the designer, as the absence of an explicit and
continuously updated model of the user’s visual attention.

Various developments are currently contributing to the fall of this one-way
screen. They can be viewed under two different approaches, first through
developments in user modeling, which led to the emergence of visual attention
as a construct that informs system behavior not only during the design phase but
also during the interaction, and second by sensing information that more closely
corresponds to visual attention. The first is being achieved by inferring visual
attention from other sources, most notably through existing manual inputs. The
second is being achieved through an increase in the system’s sensing capabilities,
notably by eye and head tracking.
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2.3.1 Inferring Visual Attention from Manual Input

The chapter early on noted that visual attention can involve manipulating the
environment, such as when certain objects are made more salient by bringing
them to the center of the visual field. Similar behaviors can be observed during
various manipulation actions in HCI. Actions that change the visual layout of
the interface, such as keeping documents on-screen, scrolling and zooming, make
certain objects visible and more salient while hiding others.

In most interfaces, these actions are executed through manual actions, which
can alternatively function as a record of what has been visually attended to by
the user and some previous work in HCI indeed interpreted them as such. For
example, a combination of user’s scrolling behavior and dwell time (amount of
time an interface element is visible on the screen) can function as a proxy for
reading behavior [47]. Research in information retrieval provided taxonomies
that classified user behavior such as scrolling or opening a document as “exam-
ining” [62]. Since accurate positional input on GUIs requires visual attention,
mouse movements—among other information such as interface layout—can be
used to construct models of user’s actual gaze direction [40, 52, 70, 82, 125].
A system can also infer different levels of visual attention based on the type
of input. For instance, whether the user performed a command using touch
interaction (which requires visual monitoring for accuracy) or a gesture above a
screen can indicate different levels of visual attention [88].

2.3.2 Increased Sensing Capabilities

Another development that is relevant for the communicative use of visual at-
tention is the emergence of new sensors that provide a more accurate measure
of visual attention. For example, manual input and dwell time (time window
during which an interface element is visible on the screen) alone cannot sense
whether the user is physically present in front of the screen or not. The short-
comings of inferring visual attention from manual input devices motivated work
on using other sensors such as sonar [110] or web cameras [41] to verify user
presence. For larger screens, researchers utilized head orientation and face
recognition as rough estimates of gaze direction [20, 126, 109].

Perhaps the most remarkable development is the emergence of eye trackers
that provide much more detailed data about a user’s gaze. Current technical
landscape for eye tracking can be described as a plethora of different image-
based and electrophysiological sensing technologies [23]. In HCI, the use of eye
tracking dates to as early as 1981 when Bolt [9] used gaze to activate content
on multiple screens. Over time, eye tracking has been used in tasks as diverse
as pointing [e.g., 55, 129] to understand user interests in search interfaces [e.g.,
12, 89] and mediate visual attention information between multiple users [117].

A potential use of novel sensors is replacing manual input by gaze actions.
For example, many research contributions that use eye tracking for target
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acquisition aim to decrease the amplitude of motion travelled by hands [e.g.,
55, 129, 107]. By replacing manual input by eye tracking, they also decrease the
potential of using manual input to infer visual attention.

2.3.3 Competing Functions of Visual Attention in HCI

Inferring visual attention enables using various actions as communicative sig-
nals in addition to their monitoring function. At the same time, just like in
interpersonal communication, different uses of visual attention-related informa-
tion can be conflicting. For example, in most human–computer interaction, eye
movements are reserved for monitoring and have no communicative function.
This creates a division of labor in which eyes are responsible for monitoring
(perceiving the system output) while hands are responsible for manipulation
(providing input to the system) and tactile feedback. This neat division of labor
changes once eye tracking comes into play. The conflict between the monitoring
and communicative functions of eye movements has been acknowledged early
on in eye tracking research, under the term Midas Touch [55]; a user gazes
to a location to gather information, but his or her eye movements inappropri-
ately trigger commands. The problem has originally been observed for selection
tasks [55] and motivated the development of various methods that combine eye
movements with another input such as a key press or mouse movements as an
additional confirmation [69, 108, 129].

The competing functions of gaze also extends to computer mediated commu-
nication in multi-user applications. Visualizing players’ eye movements in a
multiplayer game can lead them to withhold their gaze or intentionally direct
it to mislead their opponents about their game strategy [84]. The competing
function is not limited to eye tracking input either. For example, it is common
for messaging applications to send read receipts to senders if their message is
opened by the receiver. In this case, opening a message (which acts as a proxy
for visual attention) not only facilitates monitoring (reading the message) but
becomes a communicative signal for the other user. Interviews with messaging
users has accordingly shown that they can abstain from opening messages to
avoid informing the other party of their reading action [50].

2.4 Summary: Different Implications of Visual Attention

Early in the section, I noted the consequence of attention as a “two-edged sword”
when it comes to monitoring the environment [73]; attention stands for the
information that is of immediate interest to a person but also for the limitation
of what can be processed at a given time. Here, I will argue that this two-
edged sword characterization of attention also leads to different considerations
when it comes to using gaze—or any other input that operationalizes visual
attention—for human–computer communication.
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First, attention can represent what is of immediate interest to users, which en-
ables inferring what users plan to do at a given time. As such, visual attention is
primarily a measure of what users intend to do or, at least, what they might rec-
ognize as appropriate system response. This interpretation assumes a top-down
model of attentional shift that is driven by task-related factors. One possible
use of inferring appropriate system behavior is to decrease the effort required
from the user. For example, the information of the particular information items
that are being attended by a user during information search can be utilized to
infer the user interest and decrease the need for precise queries [12, 62]. Or,
users’ gaze direction can be used to infer where they might want to point, which
in turn can be used to decrease the need for manual motor action as in various
methods that employ eye tracking to completely or partly replace mouse or other
manually operated input devices [e.g., 55, 87, 104, 107, 116, 129].

Secondly, the selectivity of attention also allows for utilizing visual attention
information to infer what users have monitored. As such, visual attention is
primarily a measure of what a user is aware of in the environment at a given time.
Unlike the previous consideration, visual attention as a measure of awareness
is less sensitive to whether the attentional shift occurred in a bottom-up or top-
down fashion. Additionally, what is attended to does not necessarily correspond
to awareness due to memory decay [95] and changes in the environment. One
possible use of visual attention information is thus to adapt the system behavior
based on user awareness. In HCI, this relates to the line of research on systems
that aim to compensate for the lack of visual attention through notifications
[21, 41] or by delegating control to the system [44, 88].

While not necessarily exhaustive of all design considerations, the two major
interpretations of visual attention that derive from its monitoring function—as
a measure of what the user plans to do and what the user is aware of—are
too important to be overlooked.3 At the same time, the word “measure” can be
problematic as it implies some passive measurement without the participation of
the user. Yet the very fact that visual attention becomes observable and usable
by the system means that users can adapt their behavior by considering how
their input is utilized as a signal.

It is thus useful to list another third consideration for the use of visual atten-
tion information as a measure of what the user aims to convey. In this case,
the focus partly shifts away from visual attention as an objective measure to
how visual attention information is interpreted and utilized by the system, and
how users adapts their behavior in consideration of this, although one design
approach in HCI has been to base this communicative use of visual attention
information on its perceptual function, leading to expectations of ‘implicitness’
[77, 118, 128]. The user is assumed to perform an action for the purpose of mon-

3A prior framework for utilizing visual attention information by Vertegaal distinguishes
between 1) sensing attention, 2) reasoning about attention, 3) regulating interaction,
4) communicating attention and 5) augmenting attention [120]. These point to differ-
ent end-goals of attentive systems but can largely be seen as extensions of the two
considerations I have outlined.
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itoring but the system utilizes this information in ways that are not targeted
by users but are beneficial for them. Yet the section also illustrated how the
monitoring and communicative functions of visual attention actions can compete
during interaction.

The next section will position the contribution of this thesis in relation to these
diverse considerations related to visual attention.
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3. The Constructive Research Program

This chapter frames the research strategy pursued in this thesis in terms of a
constructive research program that is instantiated through a series of prototypes.
I first introduce the concept of ‘research program’ and justify its use for research.
I then describe how the individual work within this thesis concretized the
research program in different ways.

3.1 Research Program

The body of work that constitutes this thesis can be framed within the construc-
tive research program of adapting interaction to users’ level of visual monitoring
during input.

Before going into the details of this description, it is useful to unpack the
concept of constructive research program in HCI and justify its relevance for
HCI design. In HCI and design, the concept of constructive research program
has been proposed to articulate research contributions in a way that openly
acknowledges their theoretical and methodological commitments [68, 94]. The
concept and this emphasis is in debt to Lakatos’ explanation of the progress
in science [71]. Lakatos argued that scientific achievements are the result of a
series of theories and heuristics for problem solving, shortly a research program,
instead of isolated theories. Framing research in terms of a program thus aims to
make these commitments—which operate in the background of various research
questions—explicit.

A lengthy discussion of research programs and Lakatos’ philosophy is beyond
the scope of this chapter. Yet it is necessary to state that the transposition of
research programs from natural and social sciences to design requires some effort
due to the constructive orientation of the latter. Design contributions, while
building on empirical facts, do not just aim to explain or predict the world but aim
to modify it. Here, designers are confronted with the challenge of establishing
the scope of their design activity, that is they need to decide on what is available
for modification and what is not. Secondly, they need to choose the particular
empirical observations that are relevant to design. The decisions concerning
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the design scope and the empirical observations consequently lead to different
design heuristics. Let’s consider a well-known HCI example, tangible computing:
Tangible computing takes humans’ existing familiarity with manipulating the
physical world as its departure point in an effort to bridge the so-called divide
between the physical and digital worlds [54]. The scope of design accordingly
involves configuring interfaces around these existing familiarities instead of
radically changing human behavior. The most relevant empirical observations
are existing practices of manipulating objects and observations of human manual
dexterity. These in turn inform various design interventions (in this case tangible
interfaces) that embody a set of design heuristics such as providing a direct
correspondence between the physical form and the computational variable [54].

The constructive research programs in HCI also emerged with a pragmatic
and hands-on mindset that emphasize quick iterations and prototyping [68]
over more formal and theoretical approaches that presuppose careful analysis
of an existing situation [e.g., 83]. This pragmatic justification for constructive
research programs can be summarized as follows:

First, constructive research inherently contains a tension between the use
habits and other factors that inform design, and the design interventions that
aim to transform them [14, 98]; when making design interventions researchers
build on existing practices, but these very practices can be invalidated by their
design interventions. Conversely, the design space can be unnecessarily con-
strained by existing use practices, device and service contexts. For instance, I
made the case that the communicative use of visual attention information can
lead to changes in how users behave. A pragmatic implication for constructive
research is that detailed models of existing visual attention behavior may not
easily inform new design, since a design intervention can invalidate previous
knowledge about such behavior. In short, information about an alternative fu-
ture is sometimes best gained after changing certain material conditions, which
makes prototyping part of the knowledge production process [130].

The second justification relates to the observation that changing the material
settings can be a more cost-effective method of generating knowledge when
compared to predicting future use from existing interface uses. A parallel can
be made with visual attention. The previous chapter discussed the observation
that physical manipulation of the environment is partly interchangeable with
eye movements and thinking, and in some cases, can be a more economical
method for perception and cognition. The constructive design research can be
interpreted as a mere implication of this insight on methodology; instead of
striving to build extensive models of the world through observation and try
to predict the utility of future design interventions, researchers can start by
prototyping their own alternative reality. This is particularly relevant for ill-
defined problems in complex settings that do not easily lend themselves to being
exhaustively represented. A methodological consequence is that constructive
research programs can be exploratory and qualitative in nature, since many
factors that need to be evaluated are not necessarily known in advance.
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Having discussed the rationale for constructive research programs, we can
try to interpret some existing HCI work in terms of how selectively they use
empirical data about visual attention and how they accordingly propose different
design heuristics. Let’s take the example of interaction techniques that replace
part of the manual interaction with eye tracking for selection tasks [e.g., 87, 107,
116, 129]. This design heuristic emphasizes particular insights and empirical
knowledge about visual attention. First, a departure point is that eye movements
to a target precede manual action and can thus be faster than hand movements
for selection. The use of gaze for selection also emphasizes visual attention
as a measure of what the user plans to do. Overall, the design program is
oriented towards bypassing the bottleneck posed by hand movements through
gaze input. Less central to the program is the bottleneck posed by the limited
visual attention.

The research program of this thesis, adapting interaction to users’ level of
visual monitoring during input, aims to fill some of the gaps left by the above
research program. First of all, the precedence of eye movements to a visual
target (as observed in mouse use [51]) is not treated as a pre-given but the
result of various design decisions; users need to visually monitor a visual target
because GUIs require them to do so. Secondly, the research program emphasizes
the observation that performance decreases in the lack of visual monitoring,
since users are less aware of the environment. In doing so, I utilize visual
attention information primarily as a measure of what the user is aware of in
a given situation. The program accordingly aims to address the bottleneck
posed by visual attention (instead of the bottleneck posed by hand movements).
By focusing on visual attention, it also emphasizes the main detriment to the
performance as the limitation posed by the spatial resolution of the visual acuity
instead of the cognitive limitation of having to handle multiple unrelated tasks.
These considerations call for an alternative set of design heuristics. Identifying
this alternative set has been the aim of the work in this thesis.

Finally, it should be noted that pursuing a constructive research program
does not imply a lack of evaluative criteria. What makes a program valuable
is its capacity to guide new design work that goes beyond the state of the art
for various use scenarios. Every instantiation (i.e., the practical work that
embodies the commitments of the program) helps identify its useful scope,
which might result in modifications to the original formulation [94]. The work
within the scope of this thesis also unfolded as a progression of various design
interventions that were guided by the program. Below, I describe how the
individual contributions in this thesis fit into the research program. An overview
of these publications is provided in Table 3.1.

3.1.1 Publication I: Single User On-Surface Input

Publication I contributes a set of interaction techniques that use eye tracking
to support touch interaction with decreased reliance on visual guidance. Touch
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Single-user Multi-user

Example
non-adaptive

solution

Tactile/audio cuing & Static
interface configurations

Predetermined division of
labor between users

Example cause
for decreased

monitoring

Split-attention due to the
spatial distribution of
interface elements

Users work in loosely-coupled
manner on distant interface
regions

Unit of visual
attention

Whether a user is visually
attending to the interface

Whether multiple users are
jointly attending to the
interface

Cause of
uncertainty

Spatial inaccuracy Consensual inaccuracy

Adaptive
solution

developed for

Publication I: multifocus
image exploration, exploring
relational data and color
switching in paint;
Publication II: object
drawing and manipulation
and real-time video
manipulation

Publication III: project
planning, brainstorming,
document sharing

Table 3.1. Overview of different publications within the research program.
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interaction comes with several advantages when compared to some other input
devices that have traditionally facilitated input with low visual monitoring (such
as mechanical keyboards and other tangibles): Touch screens allow dynamically
changing the motor and visual spaces of the input surface depending on the
application context. On the other hand, several factors make touchscreen use
more dependent on visual monitoring. The lack of tactile cues requires users
to visual monitor their manual actions for positional accuracy and dynamically
changing input surfaces make it harder to rely on memory. At the same time,
the flexibility that comes with touchscreens provide an opportunity to address
some of these drawbacks through novel interaction techniques.

The main strategy in this publication was to employ eye tracking to understand
the degree of visual guidance that a manual action is accomplished with and
adapt the system interpretation and handling of the user input accordingly.
Decreased visual attention was treated as an instance of decreased control
in interaction (Figure 3.1). To deal with this decreased control, I proposed
novel input handling and visual feedback techniques that aimed to compensate
for users’ lack of visual monitoring and demonstrated their use through three
example applications that required interacting with multiple regions on the
interface (image exploration, exploring relational data and color switching in
paint). Two user studies have been conducted to guide future design. The first
part measured the degree of positional accuracy based on the degree of visual
attention and determined a selection range around a touch point. The second
part reported the perceived utility and the hand-eye coordination challenges
that emerge during the interaction with applications. The empirical research
questions posed in this publication were:

RQ1.1 How is touch accuracy affected by decreased visual monitoring?

RQ1.2 What are the particular considerations for touch input without visual
monitoring?

3.1.2 Publication II: Single User On- and Above-Surface Input

The initial work on adapting the interaction based on users’ level of visual
monitoring was prototyped for a touch screen, but some limitations became
apparent during evaluation when users’ level of visual monitoring was wrongly
interpreted in some situations. The limitation can be framed as a sensing
limitation: Hand movements that lead to a touch can be accompanied by different
levels of visual monitoring between the initiation of the movement and the touch
event, but this complex information about hand-eye coordination is not available
through touch sensing alone. A potential solution is to expand the system’s
sensing capability to above-surface space to sense hand posture, position and
speed. Creating a more accurate model of user’s visual monitoring was the
departure point for utilizing above-surface sensing, but during prototyping it

31



The Constructive Research Program

became obvious that above-surface sensing can be used for novel interaction
techniques that facilitate concurrent interaction with multiple interface regions.

Publication II contributes a set of interaction techniques that combine on- and
above-surface sensing with eye tracking. Together, above-surface sensing and
eye tracking allows understanding how users’ hands and gaze are distributed
across the interface and adapt the interaction accordingly. As with Publication I,
the techniques have been developed for use cases (object drawing and manipula-
tion, and real-time video manipulation) that require interacting with multiple
regions on the interface. The performance of the interaction methods have been
evaluated for acquisition and manipulation tasks against a baseline condition.
The empirical research question posed in this publication was:

RQ2.1 How does the performance of a gaze-aware interaction technique com-
pare with traditional input for acquisition and manipulation tasks?

Figure 3.1. The unit of visual monitoring for the publications I and II was the individual human.
The interaction with interactive systems often requires users to visually monitor
their own actions as well as the system feedback (left). The research program focused
on supporting input methods in which the visual monitoring is lower (right).

3.1.3 Publication III: Multi-User Shared Screen Input

Publication III expands the research program to multi-user interaction settings.
Publications I and II focused on solitary use cases, in which the interface is
manipulated and monitored by the same person. However, some interactive
tasks are collaborative and involve multiple users’ concurrent input. The coordi-
nation can sometimes be accomplished without having to monitor other users’
actions—for instance in the presence of established social protocols or predefined
divisions of labor. These social protocols are similar to mechanical keyboards in
the sense that they allow relying on memory instead of dynamically changing
information from the environment. In the absence of such protocols, however,
coordination can require participants to monitor each other during collaboration
and lack of monitoring can lead to various coordination challenges. A design
opportunity to address the challenge of coordination is to adapt the interaction
based on multiple users’ visual attention.

Similar to publications I and II, publication III treats lack of monitoring as
a disruption to the control loop in interaction (Figure 3.2). Yet considerations
for limited visual attention in collaborative work differ from that of single-user
scenarios. First, the unit of visual attention shifts from the individual monitoring
of actions, to the joint attention of multiple users. Secondly, visual attention
is limited primarily due to the concurrent input of multiple users, rather than
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multi-tasking or multi-focus interaction by a single user. Thus, unlike the
single-user interactions, the actions that can be attended are not necessarily
initiated by the user. Thirdly, adapting the interaction is motivated by avoiding
conflicts and maintaining consensus rather than addressing the problem of
positional inaccuracy as individual users are assumed to be fully aware of their
own actions. In other words, visual monitoring leads to uncertainty about the
degree of consensus instead of the spatial position of the input.

Figure 3.2. The unit of visual monitoring for Publication III was the group level. The publication
proposed adapting the system response by distinguishing situations in which the
users visually monitor each others’ actions (left) or not (right).

Publication III thus investigates input handling techniques based on how
multiple users visually attend to the interface and each others’ actions on a
shared display. During collaboration, users can switch between working on
different tasks in parallel to working in tight coordination on the same screen
region, leading to different visual attention configurations. In return, actions
can require varying degrees of oversight or consensus based on their scope or
reversibility. A possible system adaptation is changing the access rights (e.g.,
who can edit or view a document) based on users’ joint attention on a shared
display. The framework proposed in the publication presents a framework for
visual attention-based access and introduces four different access types based on
their availability in solitary and joint attention situations. An exploratory study
has been conducted, in which participants were instructed to assign these access
types to various actions in three different task scenarios on a large vertical
display that tracked their head orientation. The applications (project planning,
brainstorming and document sharing) were inspired by existing collocated col-
laborative scenarios and featured a mix of different action types (such as editing,
moving, deleting) and content with varying levels of privacy. Unlike the other
publications, the input handling methods were not specified in advance and
participants were asked to determine different handling methods for different
actions as they perform tasks using these applications. The research questions
that guided the evaluation were:

RQ3.1 What are the visual attention-based access preferences for different
actions?

RQ3.2 What are the motivations for different visual attention-based access
preferences?
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3.1.4 Publication IV: Implicit Interaction

I have framed the research program of this thesis as adapting interaction to users’
level of visual monitoring during input. Treating visual attention information
as a measure of their awareness might imply that it is the system that adapts to
users and users’ participation is somewhat passive in the sense that they do not
intentionally target system adaptation. At the same time, the previous section
noted that the use of visual attention information as a passive measure becomes
problematic once this information is used for communicative purposes as the
users can adapt their behavior in consideration of how the system responds
to their input. One such observation has been made in Publication III, when
participants in the study utilized visual attention-based access to direct other
users’ attention. The mismatch between prior design expectations and actual
user practice brings a set of methodological challenges for any system that
targets users’ unintentional participation.

Publication IV identifies these methodological challenges through an analysis
of the concept “implicit interaction” in HCI. The term implicit interaction is
often used to describe cases in which user engagement is assumed to be passive.
the term has also been used to characterize attentive systems that utilize
visual attention information [77, 118, 128]. The publication first reviews the
existing meanings of the term implicit and identifies the constructive challenges
related to designing for implicit interactions. It then provides a new operational
definition of implicit interaction as user’s mental attitude towards an input–effect
relationship.

Input–effect relationships can be used to analyze a diverse set of interfaces
and interactions, including interfaces that utilize visual attention information.
For example, the communicative use of actions that facilitate visual attention
(such as eye movements) can be expressed as situations in which a user action
that is sensed by the system (an input) results not only in the monitoring of the
interface, but also in additional effects (Figure 3.3). Expectations of implicitness
rely on these additional effects being a by-product of a user action; that is, the
user has not performed the action in order to achieve this effect.

eye movements monitor the interface

eye movements monitor the interface
additional effect

Figure 3.3. The comparison of two cases in which 1) eye movements only facilitate visual moni-
toring of the interface (above) or their communicative use results in multiple effects
(below).

Some applications of eye tracking, such as using eyes as a pointer to trigger
commands is usually not considered implicit [77] as the users are assumed to be
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directing their gaze with the expectation of triggering the commands1:

eye movements monitor the interface
trigger a command

The use of eye movements for communicative purposes can also cause un-
wanted command triggers as in the Midas Touch problem [55]. A design solution
to prevent Midas Touch has been to use additional manual inputs such as mouse
or touch confirmation [129, 87], instead of relying on eye movements alone.
Since these interactions do not directly trigger a command, their use have been
considered implicit [128]. Formally, these are situations in which reaching an
effect requires a complementary input:

eye movements
eye movements + manual confirmation

monitor the interface
trigger a command

Note that each interface configuration makes certain action courses easier
and others harder. For example, being able to trigger commands by only using
eye movements enables users to interact in a hands-free fashion, but it can
also prohibit them from monitoring an interface region without triggering a
command. Additional manual confirmations remedy the Midas Touch problem,
but they prohibit pointing without visual monitoring, since the manual input
is always used to complement the positional input provided by gaze direction.
It can be argued that both design configurations require users to look at an
interface location for selection. As such, they aim to address the bottleneck posed
by hand movements instead of the bottleneck posed by limited visual attention.

The research program of this thesis, which aims to address the bottleneck
posed by limited visual attention, led to the use of visual attention information
as a measure of user awareness. The core idea can be illustrated as below:

eye/head movements
eye/head movements + manual action

monitor the interface
adaptive input handling

The rest of the section describes the particular visual attention-based input
handling and visual feedback techniques in more detail.

3.2 An Overview of the Interaction Techniques

Below, I provide an overview of how different publications operationalized the
visual attention and the interaction methods that have been implemented for
different prototypes.

1In use cases such as eye typing on a screen-based virtual keyboard, the purpose of eye
movements can even be conceptualized as purely communicative, since the user does
not aim to gather new information by monitoring the virtual keyboard layout.
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3.2.1 Operationalization of Visual Monitoring

Different instruments have been selected for sensing visual attention informa-
tion depending on the application case. For single user applications (Publication
I and II), the input surface was a 10 finger multi-touch screen (27”, 2,560x1,440
pixels) and eye tracking has been used to gather fine-grained data about user’s
gaze direction on the interface. Work in Publication I featured an SMI RED
eye tracker running at 60Hz and mounted below the touch screen that was
approximately 50cm away from users’ eyes. Work in Publication II featured
Pupil Labs binocular tracking glasses running at 60Hz (Figure 3.4 left). The
multi-user study (Publication III) has been conducted on a larger 2,05 × 1,20
meter vertical interactive surface consisting of three adjacent displays, each with
a resolution of 1080 × 1920 pixels. The large size of the display enabled using
head orientation as a proxy for visual attention. Head position and orientation of
users were tracked by an OpenCV application that detects head-worn markers
using a web camera (running at 640 × 480 pixel resolution) mounted at the
ceiling (Figure 3.4 right).

Figure 3.4. Different operationalizations of visual attention, using eye tracking for single users
on a 27” touch screen (left, Publication II) and head tracking for multiple users on a
wall-sized vertical display (right, Publication III).

In addition to instrumentation, various prototypes differed in regard to how
they established whether an action or a system feedback has been visually
attended to. For single-user cases, in which the distance between the user and
the interactive system is relatively stable (approximately 50cm), distance to the
manual input location has been used as the basis for deciding on whether an
action is being attended to or not (Figure 3.5 left). On the other hand, multi-user
scenarios involve situations in which an action can be viewed from a distance
(e.g., if it is performed by the other user). Thus, whether a visual area is attended
by a participant has been determined by scoring the visual attention information
using visual angle (θ) and distance (d) values between the head and the target
on the screen (Figure 3.5 right).

The other considerations for operationalizing visual monitoring were:

• Continuous, discrete. Whether an action or a system feedback has been
visually monitored can be determined along a discrete (i.e., maintaining a basic
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Figure 3.5. For single user touch screen interactions visual monitoring has been operationalized
in terms of the distance of the gaze point to the manual input (left, Publication I
and II). For users interacting with a wall-size display it has been operationalized in
terms of the angle (θ) and distance (d) to the target (right, Publication III).

distinction between visually attended or not) or continuous scale. The choice
of the operationalization depends ultimately on how the visual attention
information will be utilized by the application. Publication I, for instance,
operationalized visual monitoring continuously, based on the distance between
the gaze point on the interface and the touch input location. This led to an
empirically demonstrated, simple linear relationship between the distance
of the gaze to the touch location and the spatial inaccuracy of the touch
input. Publication III, on the other hand, utilized visual attention information
to discretely distinguish between solitary and joint attention situations (to
identify whether an action is attended by a single user or multiple users).

• Conservative, liberal approaches. The system’s interpretation of users’
level of visual monitoring can also update upon eye or head movements (liberal
approach) or only upon the movement of the hand (conservative approach).
Conservative approach can be more suitable for cases in which the main source
of uncertainty is positional inaccuracy, since it is expected that the approximate
location of the user’s fingers on the surface will persist within the user’s short
term memory even after the gaze shifts to another location. This approach
has accordingly been used in Publication I and II. For single-user cases, the
general principle has also been to a) decrease the uncertainty instantly when
the user increases visual guidance and b) increase the uncertainty gradually
when the user decreases the visual guidance. The difference is due to the
gradual deviation in position with increasing amplitude of movement [8].
The persistence of individual memory does not equally apply to multi-user
scenarios. Thus, Publication III updated the visual attention model of the user
groups instantly based on their head movements.

3.2.2 Input Handling Techniques

Once the users’ degree of visual monitoring has been identified, there remains
the question of what type of adaptations can be conducted by the system to
compensate for decreased monitoring. The general design approach has been to
interpret situations of decreased visual monitoring as cases of uncertain input.

The phrase uncertain input stands for an approach to input handling in which
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the system response to a user input is probabilistically determined through
an evaluation of multiple potential interaction outcomes. This is in contrast
to many traditional interfaces that abstract user inputs early on into discrete
events (such as a mouse click on a Cartesian coordinate or a specific keyboard
press), which are then mapped to various user interface commands. As such, the
success of the interaction relies on users’ ability to provide accurate input. For
many input methods such as speech recognition, gestures, touch or physiological
sensors, however, the system sensing can be inaccurate or users’ situational
awareness or capability to provide precise input can be low. A possible design
solution is to handle inputs probabilistically by taking various contextual factors
into account, instead of immediately abstracting it into discrete events. Many
uncertain input handling frameworks in HCI [e.g., 78, 88, 101, 102, 123] follow
this approach.

The departure point of the input handling framework in this thesis is that
decreased visual monitoring decreases the capacity of users to control interaction.
In single-user scenarios, this involves decreased positional accuracy due to
the lack of visual monitoring of the action. In multi-user scenarios, this is
related to the decreased capacity of users to keep track of the changes on a
shared workspace and intervene when another user performs a conflicting
action. Below, I describe the various interface adaptations in terms of an input
handling framework. This is based on previous work [78, 101] that separates
input handling process into successive stages of input modelling and action
execution.

Input Modeling
Having identified input with decreased visual monitoring as uncertain, it be-
comes necessary to identify other input sources that can be utilized by the system
to resolve uncertainty. The thesis investigated several inputs for different use
cases:

• Gaze context. The main use of the visual attention information in this
thesis has been to determine the level of visual guidance. Yet visual attention
information can also be used to detect task context and resolve uncertainty by
prioritizing actions that are related to where the user is visually attending to.

• Interaction history. A possible reason for the lack of visual monitoring
could be that the user already has some information about the target interface
action due to past experience [31]. Thus, decreased visual monitoring can
be attributed to the user expectation of repeating a previous action. In this
case, users’ history of past actions can be an additional input source to resolve
uncertainty.

• Hand gesture. Various interface actions such as tapping, sliding or rotating
can require different finger manipulations and thus different hand postures
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during manual input. Thus, another potential resource for resolving uncer-
tainty is to supplement the positional information (i.e., where the hands are
situated on the interface) with gestural information (i.e., the hand posture and
the specific finger that performs the touch).

Action execution
Having compiled different user inputs, the system can proceed to choose an ap-
propriate response. Here, different responses can involve 1) immediate selection
of an action, 2) deferring the system response until more information is gathered
and 3) inaction.

• Select action. One way to handle low visual monitoring is to delegate control
to the system. The system can respond to uncertainty in a number of ways for
selecting action. Publication I demonstrated various techniques under this
category. For example, action selection can involve different actions that are
positionally different, such as selecting between different discrete input fields
like buttons.

The selection can also occur between different actions that positionally
overlap. For example, a touch action on a text field can be intended for
scrolling or text selection [102]. Yet these different actions require different
degrees of visual guidance: scrolling has an area effect and does not require
exact pointing, while selection requires accurate pointing. Selection among
overlapping input fields can also be based on positional and gestural data, as
these two components of hand motion are dissimilarly affected by low visual
monitoring. Hand posture and relative finger positions are known to the
user through proprioception, whereas positional accuracy requires the user to
monitor where the hand or finger is located relative to the target. Accordingly,
the system can choose the extent it relies on the positional or the gestural
component of hand motion based on a user’s degree of visual monitoring.

Finally, if the input field allows range selection, positional uncertainty can
be handled by expanding the selection range.

• Defer action. Another potential response is to defer action until enough
information is gathered for disambiguation. A common example is the press-
release sequence for inherently uncertain inputs such as touch [101] or gaze
[69]. Publication I utilized this technique by communicating the selected
action back to the user as visual feedback upon a touch gesture and deferring
the final action execution to a touch release event. Publication II utilized
this approach by communicating the widget selection before touch, by taking
advantage of the above-surface sensing, and deferring the action execution to
the actual touch event.

• Inaction. Input without visual guidance can be interpreted as unintentional
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or unfocused, resulting in the system not taking any action. This approach has
been utilized in Publication III to manage access rights on a shared surface.
For instance, consensual actions are enabled only if all the users are visually
attending to the action, while supervised actions require the attention of a
specific user such as the owner of a document. Table 3.2 summarizes the
availability of each access type under different attention situations.

Action can be accomplished SA JA

Universal under any attention situation � �
Consensual only under joint attention - �
Supervised if object owner or supervisor is attending �� �

Private only if the owner is attending and no one else �� -

Table 3.2. Types of actions that are available (�), unavailable (-) or only available to a particular
user (��) under solitary attention (SA) and joint attention (JA) situations.

3.2.3 Visual Feedback Techniques

Another way of dealing with uncertainty is to remedy users’ lack of visual
monitoring through various visual feedback techniques. The two techniques
contributed within the scope of this thesis are supporting peripheral awareness
and warping information.

• Support peripheral awareness. Perception in the periphery of the visual
field benefits from larger object sizes [18] as acuity in the peripheral field is
lower than that in fovea. A potential system adaptation is thus adjusting the
visual feedback size based on the distance of gaze to the target object. The
system can increase the visual footprint of the cursor peripheral awareness
and to indicate the degree of positional uncertainty as determined by the
system. This technique has been utilized in Publication I (Figure 3.6).

• Warp information Previous section noted that visual attention is facilitated
not only by eye and head movements but can also involve the manipulation of
the environment. For instance, instead of redirecting visual attention, a target
item can be moved to the center of the visual field through hand movements. A
parallel approach developed in this thesis is to overlay the information content
near a manual input location to where the user’s visual attention is directed
to. Publication I and II utilized this technique by showing widget information
upon touch (Publication I, Figure 3.6 left) or above-surface hover (Publication
II, Figure 3.7 right) to the user.
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Figure 3.6. Providing peripheral awareness (left) and warping information content around man-
ual input position to gaze point (middle) are two possible visual feedback techniques
to communicate system interpretation of user input back to user (Publication I).

Figure 3.7. An example of warping information: the system adapts where to show visual feedback
about a widget based on user’s gaze direction (Publication II).

3.3 Summary

The section introduced the concept of constructive research program and framed
the work within this thesis in these terms. The constructive program I pursued
mainly departs from the consideration of visual attention as a limited resource,
which I have contrasted with other approaches that depart from limitations
to motor performance. This consideration consequently led to different design
solutions than proposed in previous work. Table 3.3 provides an overview of
potential input handling and visual feedback techniques and the publications in
which they are implemented. Publications I, II and III document the progression
of the constructive program from single user situations to multiple users, while
publication IV provides a theoretical reflection on the concept of implicitness
that often feature in adaptive and attentive systems.
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Single-
user

Delegate control to the system when the user is not
paying attention (I&II)

Multi-
user

Delegate control to the system when the users are not
jointly attending to the action

Defer
action

Single-
user

Postpone the execution of an action until the user
visually monitors the feedback (I&II)

Multi-
user

Postpone the execution of an action until the other
user visually monitors the feedback

Inaction
Single-

user
Do not execute an action if a user is conducting it
without visual monitoring

Multi-
user

Do not execute an action if the action is not visually
monitored by certain users (III)

V
is

ua
lF

ee
db

ac
k

Warp
information

Single-
user

Show information near where the user’s gaze is
directed at (I&II)

Multi-
user

Show information near where the other user’s gaze is
directed at

Increase
peripheral
awareness

Single-
user

Increase the visual footprint of an item that is on the
periphery of user’s visual field (I)

Multi-
user

Increase the visual footprint of an item that is on the
periphery of the other users’ visual fields

Table 3.3. An overview of various input handling and visual feedback techniques for single- and
multi-user adaptations. The roman numerals in parentheses denote the publications
that have implemented the technique.
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4. Empirical Observations

This section provides an overview of the empirical studies conducted as part of
the research program. The studies were conducted to evaluate the interaction
techniques described in the previous section based on performance and user ex-
perience and are mainly formative as they aim to identify further considerations
for design.

Research Question Approach Data

I RQ1.1: How is touch accuracy affected
by decreased visual monitoring?

Explanatory Data logging

I RQ1.2: What are the particular
considerations for touch input without
visual monitoring?

Exploratory Experimenter
Observations, Focus
Interviews

II RQ2.1: How does the performance of a
gaze-aware interaction technique
compare with traditional input for
acquisition and manipulation tasks?

Explanatory Data logging

III RQ3.1: What are the visual
attention-based access preferences for
different actions?

Descriptive Data logging

III RQ3.2: What are the motivations for
different visual attention-based access
preferences?

Exploratory Experimenter
Observations, Focus
Interviews

Table 4.1. Overview of different research questions posed throughout different publications (in
roman numerals) and the empirical approach and data gathering methods employed
for answering them.

A methodological problem for evaluating HCI prototypes is the discrepancy
between the current world and a potential future world that is envisioned by
a design intervention [98]: The current world might differ in terms of user
expectations from interactive systems and available devices. In the context
of this research, for instance, a major limitation is the absence of dedicated
equipment for sensing visual attention in most systems and people’s existing
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Empirical Observations

visual attention habits. The discrepancy makes a level of control necessary to
recreate the future conditions envisioned by the research. A common way of
control is through laboratory studies, which constitute the body of empirical
work in this thesis.

Despite the shared laboratory setting, the questions posed throughout the
thesis have been approached in different ways (Table 4.1). One way to categorize
different empirical studies is based on their degree of open-endedness, or put
inversely, how structured they are [61]. Exploratory studies are open-ended as
they aim to learn more about a phenomenon and identify considerations that
are not anticipated in advance. Descriptive and explanatory studies, on the
other hand, aim to document and predict the phenomena under investigation
through different variables that are often defined in advance of the study [61].
The research questions 1.2 and 3.2 are thus explorative as they aim to identify
different considerations that were observed after deploying the prototypes. The
research questions 1.1 and 2.1 on the other hand are explanatory with predefined
invariables and variables. Finally, the research question 3.1 is descriptive as it
catalogues participant responses into pre-established categories, but without
strong prior predictions.

In the rest of the chapter, I describe individual study designs and summarize
their main results.

4.1 RQ1.1: How is touch accuracy affected by decreased visual
monitoring?

Publication I proposed interaction technique to compensate for users’ low visual
monitoring during manual input based on the insight that low visual monitoring
decreases positional accuracy (which is also observed in previous research [106,
124]). Yet the extent of inaccuracy for touch input surfaces that accommodate
bimanual interaction (more particularly the 27” tilted touch screen used in the
study) was not established in previous research. Thus a two-part study has been
devised with the aim of finding 1) the positional accuracy of touch input with
varying degrees of visual guidance and 2) the distance of the gaze point to the
touch point for positionally accurate tasks.

The first part of the study treated the degree of visual monitoring as the
invariable and the positional accuracy as the variable. An experimental setup
has been created to prevent participants from visually monitoring their input
(i.e., to keep the visual monitoring as the invariable); the participants had
to keep their gaze (controlled by eye tracking) inside a predefined area while
tapping on one of the 15 targets (on a 5 × 3 matrix) on the touch screen. The
target acquisition tasks were accepted only if the participants kept their gaze
within the predefined area. The second part of the study, on the other hand,
treated visual monitoring as the variable and the positional accuracy as the
invariable, and tasks were accepted only if the participants accurately pointed
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Empirical Observations

to the target.
The two stages respectively yielded 1080 and 216 trials from 12 participants

(× 90 tasks). The scatter plot in Figure 4.1 shows the relationship between the
distance of the gaze point to the target position (invariable) to the positional
offset (distance between the touch and target positions).
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Figure 4.1. Scatter plot of peripheral target acquisition tasks across all participants. The hori-
zontal line indicates the visual boundary of the circle target (rad=5.8mm). The darker
background indicates the eyes-on in which the target was within the boundary of the
circle the participants had to keep their gaze inside(rad=52.5mm).

The data has been divided into four continuous bins that correspond to varying
levels of visual guidance. Figure 4.2 shows the distribution of touch points rela-
tive to the target across all users for four chosen intervals of visual monitoring.
In line with expectations and previous research, the results showed decreased
positional accuracy for increased distance between the touch and gaze points,
which can be used to estimate positional uncertainty for input handling.

4.2 RQ1.2: What are the particular considerations for touch input
without visual monitoring?

RQ1.1 confirmed the decreased positional accuracy for low visual monitoring, but
did not investigate the effect of interaction techniques on user behavior. This was
investigated through another set of tasks in the same session. The participants
were asked to perform open ended tasks with three different applications until
they felt comfortable with the interaction techniques. The sessions were video
recorded and participants were interviewed immediately after using each of the
applications. The main observations can be summarized as below:

• Adjustment through use. Participants often acknowledged the difficulty of
“touching without looking” at the start of the session and admitted to force
themselves not to redirect their gaze to the touch location. At the same time,
later experience has been described as “natural” and “easier” as participants
developed a better understanding of how their touch will be interpreted by
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Figure 4.2. The distribution of touch points relative to the target across all users for chosen
ranges of distance between gaze point and target. The dashed circles are the 95 %
confidence circles. The inner solid circles show the target visual boundary. All units
in mm.

the system. Being able to use two hands on the surface while keeping their
attention on the work area has also been highlighted as an advantage. An
observation from these comments is that input without visual guidance can
require a degree of familiarity both with the interface layout and an increased
understanding of how the system will handle the input.

• Misinterpretation of positional uncertainty. We observed a number of
instances in which a manual input action was wrongly interpreted as position-
ally uncertain due to the system’s lack of awareness of the hand and finger
movements before the actual touch event. One instance involved a participant
keeping his finger just above a specific point on the interface and performing
the touch action while looking elsewhere. In these cases, although the partici-
pants knew exactly where they were pointing to, the application interpreted it
as positionally uncertain and handled the input accordingly. The participant
occasionally identified this as a “problem”.

• Screen edge as ambiguous border and tactile guide. Although a touch
screen is an input field with definite boundaries, decreased visual guidance
can cause ambiguity for users regarding whether they are addressing the
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system during touch. In some instances, while aiming for the color palette
near the edge of the screen, participants touched the insensitive bezel area of
the screen. The lack of visual feedback in this case communicated that the
system is not addressed, which led the users to a repeated touch action. On
the other hand, device borders provide potential tactile cues for eyes-free use.
This was observed again when participants anchored their left hand on the
screen edge for sliding along the input widget with their thumb or index finger
while keeping their gaze on another location. So, although the design program
targeted flexible input handling the participants still utilized tactile cues to a
certain extent to aid eyes-free use.

4.3 RQ2.1: How does the performance of a gaze-aware interaction
technique compare with traditional input for acquisition and
manipulation tasks?

Publication I evaluated the positional accuracy of input without visual mon-
itoring and qualitatively evaluated different applications, but stopped short
of evaluating the performance of various interaction techniques. Publication
II has been devised to answer the performance of uncertain input handling
with warped visual feedback when compared to a baseline condition. Previous
work identifies two interaction stages, namely acquiring and manipulating a
control device [29, 115]. A two-part experiment has been prepared that involved
a widget 1) acquisition and 2) manipulation task on a touch screen. The two
experimental conditions were:

1. Warped visual feedback condition, which facilitates continuous gaze fixation
near the stimulus position using a small representation of the user’s hand
(scaled down by a factor of 0.35 to be visible and less intrusive).

2. Baseline condition, which provides no specific support to facilitate continuous
fixation.

Overall, we anticipated time savings by eliminating attention switches under
the warped visual feedback condition. However, and in line with previous
work in oculomotor coordination [100, 106, 124], we also anticipated a decrease
in motor performance in warped feedback condition due to decreased visual
monitoring. The study aimed to observe the cumulative effect of these two
factors, namely time savings due to eliminating attention switches and losses
from motor performance. In addition to two input conditions, the study featured
two screen conditions to vary the cost of attention shift. In the first case, the
stimuli were shown on the same screen which resulted in a visual angle of
around 50◦ degrees between the input and stimuli positions. In the second case,
the stimuli were shown on a separate vertical screen which resulted in a visual

47



Empirical Observations

angle of around 70◦ degrees between the input and stimuli positions.
For acquisition tasks, the study showed a significant difference based on

whether the action involved lengthy mid-air movements. When the task required
users to acquire a widget through midair movements without visually monitoring
their hand (Table 4.2, between-widget tasks), the performance decreased, with
participants spending significantly more time on the warp condition than on the
baseline condition for both the same screen (r = .42, p < .001) and vertical screen
conditions (r = .54, p < .001). For within-widget tasks, the mean completion
times for warped feedback and baseline conditions were similar in both stimuli
conditions (Table 4.2). A t-test comparison using within-subject normalized
completion times did not show any significant effect for the same screen (r = .03,
p = .23) and vertical screen (r = .03, p = .17) conditions but the error rates were
higher for the warped feedback condition (Table 4.2).

Acquisition task (within-widget)

Screen Technique Median(ms) Mean(ms) Error

Same
Warped 902.75 1031.54 6.41%

Baseline 961.75 1068.36 2.43%

Vert.
Warped 885.50 1055.00 8.16%

Baseline 986.25 1021.88 3.31%

Acquisition task (between-widget)

Screen Technique Median(ms) Mean(ms) Error

Same
Warped 2094.00 2305.19 11.33%

Baseline 1164.50 1406.79 1.09%

Vert.
Warped 2258.75 2342.36 9.09%

Baseline 1207.5 1415.19 2.17%

Table 4.2. The grand median and grand mean completion times and overall error rates for two
interaction and two stimuli conditions for the acquisition tasks. Emphasis (in bold)
represents better performance.

The conclusion from this part of the study was that, the gains from not having
to shift visual attention did not compensate for the losses of manual coordina-
tion due to low visual attention. Our qualitative observations are also in this
direction: While participants performed high-speed ballistic movements towards
the touch target in the baseline condition, they moved their hand parallel to
the screen and kept a tense hand posture in the warped feedback condition.
Participants also reported shoulder fatigue for warped feedback condition, which
may have been caused by the parallel hand movements.

On the other hand, the warped feedback increased the performance for ma-
nipulation tasks; participants spent more time on the baseline condition than
on the warped feedback condition (Table 4.3). A t-test comparison of the same
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and vertical screen conditions using normalized data yielded a larger effect size
for the vertical screen condition (r = .19, p < .001) than for the same screen
condition (r = .10, p < .001), in line with the expectation that the higher cost of
redirecting the gaze in vertical screen condition will result in more pronounced
benefits when using warped feedback. The error rates were lower for the warped
feedback condition in both screen conditions (Table 4.3).

Manipulation Task

Screen Technique Median(ms) Mean(ms) Error

Same
Warped 1387.25 1576.30 4.07%
Baseline 1530.25 1746.89 6.46%

Vert.
Warped 1364.00 1509.06 3.69%
Baseline 1616.50 1770.58 6.54%

Table 4.3. The grand median and grand mean completion times and overall error rates for two
interaction and two stimuli conditions for the manipulation task. Emphasis (in bold)
represents better performance.

Overall, the performances of the warped feedback and baseline conditions were
visibly different based on whether the task was manipulation, within-widget
acquisition or between-widget acquisition. The performance of the warped visual
feedback condition was higher for manipulation tasks that required no midair
motion. The performance between warped feedback and baseline conditions
were comparable for within-widget acquisition. However, the performance of the
warped visual feedback was significantly worse for between-widget acquisition
tasks, in which participants had to acquire the widget through midair motion.
Based on these results, I arrive at the following conclusions:

• The warped feedback was successful in decreasing the cost of redirecting the
gaze, resulting in the improvement of task completion time for manipulation
tasks.

• However, the warped feedback did not facilitate midair hand motion as effec-
tively as direct visual monitoring, which resulted in a decrease in performance
for between-widget acquisition tasks. Here, the results are in line with earlier
work that reports lower performance and similar observations such as tense
hand posture when touch is performed without direct visual monitoring [100].

4.4 RQ3.1: What are the visual attention-based access preferences
for different actions?

Publications I and II evaluated applications in which the level of visual mon-
itoring required for each action has been determined in advance during the
design phase. In other words, the input handling was specified in advance of the
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user study as part of the study design. However, the level of visual monitoring
required for different applications can itself be the object of empirical inquiry.
This is particularly the case in collaborative interfaces, in which a variety of
social considerations can lead users to choose different reasons for determining
the level of visual monitoring required for an action.

Publications III thus set out to find out participants’ input handling pref-
erences for different actions. The input handling preferences corresponded
to four access types (consensual, supervised, universal and private) based on
their availability in different joint attention conditions. Participants (in pairs)
were tasked to decide which actions should belong to different access types as
they complete three different scenarios of project planning, brainstorming and
document sharing.

The results show salient differences between user preferences across different
applications. A general pattern is the use of the access type that poses no
restriction (universal access) for actions that do not involve manipulation or are
easily reversible such as viewing items (72.3%), moving individual elements
(68.6%) or creating new items (95.0%). In contrast, universal access was rarely
assigned to element-level delete (7.1%) and never to global delete actions. On
the other hand, consensual access that requires joint attention was assigned
to actions with global scope such as exiting the session (56.7%), global deletion
(76.7%) and aligning elements (35%).

4.5 RQ3.2: What are the motivations for different visual
attention-based access preferences?

While the preference data for visual attention-based access types provide a
summary of general patterns, it does not directly answer what accounts for the
differences between user preferences for the same actions. A separate analysis
has been conducted by encoding participant remarks that were recorded as they
conducted the tasks and also through interviews. The remarks give insights
about participants’ externalized reasoning for choosing different access types
and the considerations that came into play. Publication III encoded these various
considerations into themes. Here, I will summarize the general observations
that concern the use of joint attention information for granting access rights on
shared workplaces.

• A finding in line with the expectations was participants’ assignment of access
types that require joint attention to prevent accidents and conflicts. We
observed that, in addition to the action type, participants identified content
type and the interaction history of an item when deciding on whether an action
requires joint visual attention. For example, joint agreement on the content of
an item has been highlighted as a reason for requiring joint attention for the
item. On the other hand, the participants identified some content as tentative
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and did not require joint attention for editing or deleting them.

• Participants assigned access types not only for conflict prevention but also
for facilitating awareness. In some situations, participants preferred visual
attention-based access types not for preventing conflicts but as a means to
ensure that the other user is aware of the action or to direct the other user’s
attention. In these cases, users deliberately utilized access control mechanisms
in order to control awareness, providing a counter-example to our conceptual-
ization of access management as an implicit effect of visual attention. Yet the
awareness that is achieved through forcing visual attention can come at the
expense of flexibility and we observed instances in which participants reverted
back to lack of access control when joint attention was impractical.

• Granting access with head-orientation introduced uncertainty. Not having
to manually touch the screen for confirmations was highlighted as a conve-
nient feature. At the same time, visual attention-based access introduced
uncertainty that was attributed both to a mismatch between head orientation
and participants’ actual locus of visual attention and also to situations when
visual attention does not indicate awareness (i.e., when participants remarked
that they may be looking but not paying cognitive attention). In some cases,
the participants decreased the uncertainty through a work-around, by using
private access type that restricts action when another user is looking. By doing
so, they precluded giving access by accident.

4.6 Summary

The section presented the main observations conducted within the scope of this
thesis. The results of different research questions can be summarized as below:

• How is touch accuracy affected by decreased visual monitoring?
In line with expectations, lower visual monitoring led to a decreased accuracy

for pointing tasks on a touch screen, and the study showed a linear relationship
between positional inaccuracy and the distance of the gaze point to the target.

• RQ1.2: What are the particular considerations for touch input with-
out visual monitoring?

The qualitative observations gave insight into a number of practical issues
and use patterns that emerge during interaction with lower visual monitoring.
The main observations are 1) the need for adjustment for pointing with lower
visual monitoring, 2) the potential misinterpretations of positional uncertainty
and 3) the use of screen edges as a tactile guide.
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• RQ2.1: How does the performance of a gaze-aware interaction tech-
nique compare with traditional input for acquisition and manipula-
tion tasks?

The design intervention resulted in a performance improvement for manipu-
lation tasks, but a deterioration for tasks that require larger amplitude mid-
air motion. This pointed to a trade-off between performance gains achieved
through eliminating visual attention shifts and losses due to decreased motor
performance that results from lack of visual monitoring.

• RQ3.1: What are the visual attention-based access preferences for
different actions?

The logged data showed salient differences between user preferences based
on the type (e.g., edit, delete) and scope (individual, global) of actions as well
as the content and the individual interaction history of an item. In general,
actions that are harder to reverse were assigned more restrictive access criteria.
We also observed a number of counter-intuitive preferences that further made
the case for the qualitative analysis of interaction and interview data.

• RQ3.2: What are the motivations for different visual attention-based
access preferences?

In line with the prior expectations, visual attention-based access control has
been used to prevent conflicts. Yet participant interactions and comments also
pointed to a number of other motivations such as making it easier to keep
track of the workspace and directing others’ attention. Visual attention-based
access has been perceived as convenient but also uncertain.

The next section positions the design work conducted within the scope of this
thesis and empirical observations within the context of more general discussions
in HCI research.
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5. Discussion

Early in the thesis, I have listed some possible interpretations of visual attention
information:

• Visual attention information can be a measure of what users prioritize to
monitor, providing information about what they plan to do or what they might
accept as appropriate system behavior.

• Visual attention information can be a measure of what users have already
monitored, providing information about the extent they are aware of the
interface state, the actions of others or the position of their own body parts.

• Visual attention information can correspond to what users aim to signal to the
system or to the other users in the environment. In this case, the interpretation
of visual attention-related actions depends on how the system and others in
the environment utilize this information and the extent a user is aware of
these utilizations.

A challenge facing HCI is to design interfaces by taking these diverse consid-
erations into account. In this thesis, I have focused on the second consideration,
the use of visual attention information as a measure of users’ awareness of the
environment, and aimed to address the constraints posed by visual attention
due to the limited spatial acuity of the eyes. Through different prototypes, I
contributed to the HCI research by proposing new interaction techniques that
handle user inputs based on the visual attention, and evaluated these interfaces
in formative studies to identify further considerations for design and research.
While each prototype and empirical study contributes to their respective do-
mains of single-user interaction techniques and groupware, it is useful to situate
the individual observations within the context of more general HCI discussions.
Here, I will discuss the observations in terms of the trade-offs between time and
spatial multiplexing, and between adaptiveness and predictability in interface
design. I will then discuss the work in terms of the tension between adapting
to users’ existing behavior and transforming this behavior through designing
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interventions.

5.1 Time and Spatial Multiplexing

The thesis early on noted that human attention can be conceived as a limited re-
source as observed in the performance trade-offs between multiple time-shared
(concurrent) tasks [121]. This observation translates into a design trade-off
for interactive systems: In an interface, a designer can choose to devote users’
attention to a single task in order to maximize its performance or can paral-
lelize between multiple tasks. The latter could decrease the performance of a
single task, but can provide gains through concurrency. The design trade-off
is not limited to single-user cases. Research on collaborative systems has long
identified a fundamental trade-off between awareness and individual power
in groupware design [22, 42]. The ability of individual users to view different
parts of the workspace at the same time (as in relaxed WYSIWIS [what you
see is what I see] interfaces) provides flexibility, but potentially decreases users’
awareness of each others’ actions and their general coordination. Different
levels of coordination consequently result in a trade-off between performance
gains through concurrency and potential losses in the overall group performance
due to lack of awareness [53] (i.e., when users do duplicate work or when their
contribution is rejected).

The design motivations and the empirical results of this thesis can partly be
explained through this trade-off. However, as the thesis mainly focused on the
visual attention caused by the spatial acuity of the eyes, it is useful to describe
the trade-off in spatial terms. A relevant distinction from previous HCI work
is that of between time and spatial multiplexing [29]. In time multiplexing,
different actions are allocated separate time windows. This allows an individual
action to be carried out one at a time and at a single interface location. In spatial
multiplexing, actions are conducted in parallel at different locations. While
the original work of Fitzmaurice and Buxton [29] limited the scope of spatial
multiplexing to manual manipulation actions, I here find it useful to expand the
concept to cover manipulation and perception on multiple locations. For example,
typing on a keyboard while monitoring the screen involves spatial multiplexing,
not only due to the concurrent input by many fingers but also due to the spatially
distributed input and visual output areas. In this expanded definition, spatial
multiplexing can express the distinctions between the execution of a manual
action with or without visual monitoring during single-user interaction, or under
solitary or joint attention during group work.

An important question for system design is whether the gains in parallel
execution make up for the losses in decreased performance (or user comfort)
of a single task. The question is all more relevant with the emergence of
eye movements as an input; eyes move rapidly but have a single positional
focus. Designers face the choice of utilizing eye movements to sequentially
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point to different interface locations (as in previous work that use gaze as a
pointer [e.g., 129]), or as an additional input that complements concurrent
positional input from other sources. The first approach allows time multiplexing
by pointing to targets one at a time but rapidly. The latter approach targets
spatial multiplexing, but the input accuracy can decrease due to the lack of
visual monitoring.

The aim of this thesis has been to support spatial multiplexing by addressing
the problem of decreased performance in divided attention cases through various
interaction techniques. Publication I, in line with previous work, demonstrated
that pointing performance indeed decreases when the user is not visually attend-
ing to the input. It accordingly proposed various interaction techniques that aim
to support spatial multiplexing through uncertain input handling and visual
feedback. Publication II showed that the successful trade-off depends on the
amount of mid-air motion that needs to be executed without visual monitoring.
The study conducted in Publication III was explorative and did not measure
performance, but the findings showed in which cases the users would want to
allow spatial multiplexing (by making actions available during any attention
condition) and in which cases they would want to enforce time multiplexing in
order to minimize accidents or conflicts (by assigning access rights so that an
action requires joint attention).

5.2 The Uncertainty Introduced by Adaptiveness

The thesis introduced interaction techniques that handle users’ input based
on their level of visual attention. These were proposed as an alternative to
static solutions that target decreasing the need for visual monitoring such
as providing tactile cues (for single-user attention) or pre-defined divisions
of labor in groupware (for group attention). Here, it should be noted that
adaptiveness might come with its own potential drawbacks. The trade-off
between adaptiveness and predictability is a long-acknowledged problem in
HCI, with some studies reporting a performance advantage for static interfaces
[27] and others for adaptive interfaces [34]. A potential interpretation of these
different findings is that the performance of adaptive interfaces depends on
multiple factors including the particular handling method, the task and the user
profile [26]. For example, static interfaces with persistent layouts might better
facilitate a spatial memory of an interface, but this advantage might not be as
pronounced for novice users or when the number of interface elements are high.

Some observations reported in this thesis can be understood through this
trade-off between adaptiveness and predictability. For example, Publication I
reported that users required some time to get used to performing touch input
without closely monitoring their hand but also to get comfortable with the system
handling of the input. Previous work in uncertain input handling promotes
providing visual feedback to inform users about how the system interprets their
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action [102]. The prototypes in Publication I and Publication II used warped
visual feedback to inform the user about system interpretation of their action.
Visual feedback increases predictability before the actual action execution, but
might cause an additional performance bottleneck as the user has to wait for
and monitor the system feedback. The trade-off between adaptiveness and
predictability in these cases can thus be explained through the need for system
feedback: “As the asymmetry shifts towards feedback-dominated control, the
complexity of the model is transferred from the user’s mind to the system. This
makes the user more dependent on feedback, but requires less training and more
efficient use of the input available.” [122, p. 833].

A similar observation has been made in Publication III, when users created
work-arounds around to decrease uncertainty. Here, the users welcomed the
convenience of not having to perform dedicated manual actions for granting
access, but noted that some critical cases might require more certainty. Previous
research noted that contextual access management approaches have the draw-
back of decreased understandability [113] and visual attention-based access is
no exception.

Thus, potential decreases in predictability is a consideration that needs to be
kept in mind in addition to the trade-off between time and spatial multiplexing
when designing for adaptive interaction techniques to support input with low
visual monitoring.

5.3 Design Interventions and Adaptiveness

Early in the dissertation, I noted that the communicative uses of visual attention
information partly shifts the analytic focus from visual attention as an objective
phenomenon to visual attention as something that is perceived and interpreted
by other agents. The same insight also applies to the design of interactive
systems that adapt their behavior based on a user’s visual attention information.
As with humans, the system’s interpretation of visual attention is determined
by its sensing and modeling capabilities. Prior design assumptions about what
is visually attended or what is appropriate system behavior do not always match
with the subtlety of the natural user behavior. In this case, the success of
the interaction partly depends on users behaving in a way that makes their
visual attention interpretable by the system. This has been observed both in
the context of single-user interactions (i.e., system’s misinterpretations of user’s
visual monitoring) and multi-user interactions (e.g., when the users are looking
but are not paying cognitive attention).

The mismatch in sensing visual attention can be addressed through models
that more elaborately sense and model pre-intervention (i.e., natural) user
behavior. Yet part of the mismatch is inherent to the act of designing interactive
systems; the introduction of adaptive technology can ultimately transform the
behavior that it aims to adapt to (parallel to the previously identified ‘paradox
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of system design’ [14]). This observation has been made within the context of
implicit interactions in Publication IV, which proposed asking how different
assumptions that guide implicitness or adaptiveness make certain interaction
outcomes harder. While this thesis aimed to support some of the use cases that
are left by the previous applications of visual attention information (that aimed
to address the motor bottleneck), the results showed that the designing for
limited visual attention can also make certain interaction outcomes harder. For
example, visual attention-based access in Publication III enables access when
another user is paying attention, but this interaction mechanism also makes it
harder to visually monitor another user without granting access.

5.4 Limitations and Future Work

The contributions of the thesis are primarily constructive and the empirical
studies were formative in the sense that they were mostly oriented towards
identifying design considerations for future work instead of quantifying the
effects of various prototypes. As with every formative study, there are limitations
to what can be claimed as final design implications. First, the thesis prioritized
utilizing visual attention information in novel ways instead of building precise
models of visual attention. Yet, the actual deployment would benefit from more
precise models of visual attention information and how it affects awareness.
Such models can benefit from the inclusion of additional stimuli-related variables
(e.g., color, size and previous knowledge) that influence peripheral salience. This
would benefit the selection of input handling and visual feedback techniques
employed (e.g., the choice between making peripheral objects larger or warping
them to the center of visual attention).

In some cases, visual attention information alone can be an insufficient mea-
sure of user awareness and more complex models of memory can be needed to
infer user awareness. Additionally, I identified various considerations related
to visual attention and adaptiveness (such as the limitation of visual attention,
the trade-offs between time and spatial multiplexing as well as between pre-
dictability and adaptiveness), but stopped short of providing a complete model
that enables their comparison on the basis of performance or other criteria. The
fragmentation of attention research in HCI is an acknowledged problem [95] and
this thesis does not fully address it. Here, it is useful to discuss a methodological
drawback of the constructive research approach. I noted that one advantage of
the approach is the ability to gather information about possible design interven-
tions without having to construct detailed models of the problem space. Yet what
makes constructive research programs practical can also make their integration
into the existing body of knowledge harder. Thus, the consolidation of various
considerations that come into play when using visual attention information
remains a task for future research.

Another limitation of the thesis is the ecological validity of its observations.
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All the studies have been conducted in controlled settings in order to deploy
dedicated sensors and the tasks have been selected based on their demands on
visual attention. This is a potential limitation when transferring the knowledge
to more realistic tasks encountered in daily settings. More informed claims about
the utility of the interaction methods require observing a wider range of visual
monitoring behavior and conducting additional studies to observe long-term use
and habituation. This is especially relevant for collaborative interfaces as user
habituation can involve the development of social practices, which can be best
observed in longitudinal deployments in the wild.

Finally, the constructive research program defined in this thesis, adapting
interaction to users’ level of visual monitoring during input, has a wider scope
than that could be carried out during the thesis period. For single-user ap-
plications, I prioritized pointing due to its general relevance for HCI and also
because it provided a good opportunity to compare my own research program
with existing work in eye tracking research. Yet the research program can be
expanded to more complex tasks such as information seeking or visual analytics.
For example, search interfaces typically rely on typed queries. Users type the
queries themselves and can thus be safely assumed to be aware of their own
input. As entity-based search gains ground (enabling users to input whole
documents as search inputs), however, it can become useful to understand what
the user has visually attended to in a document before submitting it as a search
input. This would, in return, require the use of eye movements or other visual
attention information as a measure of user awareness (in contrast to the more
extensively researched use of visual attention data as a measure of user interest
[e.g., 12, 43]). The work on visual attention-based access (Publication III) ex-
panded the research program to groupware, but this was limited to collocated
and synchronous interactions and more work is needed to assess the utility of
the research program for remote and asynchronous interactions. Whether the
input handling and visual feedback techniques can be applied in these situations,
or whether the trade-offs identified within the scope of this work are explanatory
beyond the particular application areas remain open questions.

5.5 Conclusions

The increased sensing and inference capability of computers require reevaluating
the division of labor between the user and the system as well as between different
human actions such as eye and hand movements. This thesis contributed to the
on-going HCI discussions on how to utilize visual attention information.

I have laid out how different research insights from research on attention
and visual attention lead to different considerations for interface design. I then
identified the constraints posed by limitation to human visual acuity as a central
consideration for utilizing visual attention information during interaction. This
led to a constructive research program of adapting interaction to users’ level of
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visual monitoring during input. The program was instantiated through a series
of prototypes developed for single-user and collocated multi-user applications.

The resulting interaction techniques and the observations gained during their
evaluation are the main outcomes of this thesis. These involve various input
handling and visual feedback methods that compensate for users’ lack of visual
attention during input with the ultimate aim of allowing concurrent input or
maintaining coordination during group work. I have consolidated these methods
under an uncertain input handling framework that apply to diverse use cases.
The empirical observations gave insights about the particular strengths and
drawbacks of these interaction techniques. Particularly, I have quantified the
relationship between positional accuracy to the distance between gaze and
touch input for pointing tasks and identified the amount of midair motion
during manual input as one factor that determines the efficacy of the interaction
techniques. The qualitative analysis of the data gathered through observations
and interviews point to additional considerations for future system design.
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ABSTRACT
We propose using eye tracking to support interface use with
decreased reliance on visual guidance. While the design of
most graphical user interfaces take visual guidance during
manual input for granted, eye tracking allows distinguishing
between the cases when the manual input is conducted with
or without guidance. We conceptualize the latter cases as in-
put with uncertainty that require separate handling. We de-
scribe the design space of input handling by utilizing input
resources available to the system, possible actions the sys-
tem can realize and various feedback techniques for inform-
ing the user. We demonstrate the particular action mecha-
nisms and feedback techniques through three applications we
developed for touch interaction on a large screen. We con-
ducted a two stage study of positional accuracy during target
acquisition with varying visual guidance, to determine the se-
lection range around a touch point due to positional uncer-
tainty. We also conducted a qualitative evaluation of example
applications with participants to identify perceived utility and
hand eye coordination challenges while using interfaces with
decreased visual guidance.

Author Keywords
Gaze input; eye tracking; multimodal interaction; uncertain
input; interaction techniques; interactive surface

ACM Classification Keywords
H.5.2. Information interfaces and presentation: Input devices
and strategies

INTRODUCTION
In HCI, terms such as eyes-on or eyes-free input are used
to describe the degree of visual guidance an input action is
performed with, in other words, the extent sight is used to
guide action. Input actions vary regarding their degree of vi-
sual guidance. While typing on a physical keyboard can be
conducted with little visual guidance, selecting items from a
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Figure 1. The user’s manual input can be handled based on the degree of
visual guidance it is conducted with. The input position is interpreted as
exact when the action is realized eyes-on, while the system increases the
potential selection range around touch and utilizes contextual resources
and feedback techniques for input handling in the case of decreased vi-
sual guidance.

graphical interface often demands users to look where they
are pointing to. Visual guidance of input actions gains par-
ticular importance with the use of eye tracking as a real time
input for interaction. Examples of gaze input often feature
gaze as a pointer for selection [30, 33, 41], assuming user’s
visual focus at the region of interest [3, 21]. Human visual
attention, however, is a limited resource and there are a num-
ber of reasons to support input without extensive reliance on
visual guidance:

• It can be desirable or necessary to remain visually focused
at a certain region of interest without having to redirect
gaze to another region in the interface.

• Input accuracy can be uncritical for certain cases, when the
user is casual or wishes to delegate a certain level of control
to the system.

• The task can require concurrent pointing at multiple re-
gions of interest within the interface.

In this paper, we propose using eye tracking to support man-
ual input in the absence of or with little visual guidance. The
design of most graphical interfaces takes user’s full visual
guidance during manual input for granted. System interpre-
tation of input is accordingly definitive; pointing actions on
the interface are processed as exact coordinates. As an al-
ternative to the current adoption, eye tracking can be used to
understand the degree of visual guidance that a manual ac-
tion is accomplished with and adapt the system interpretation
and handling of the user input. Our main design strategy is to
use manual input as a direct input and utilize gaze to increase

1

Eye Tracking Applications #chi4good, CHI 2016, San Jose, CA, USA

5789



its expressiveness. This approach is fundamentally different
than many current examples of gaze interaction that comple-
ment gaze with indirect manual input [21, 30, 33].

We make a number of contributions to support manual input
with varying visual guidance. We conceptualize user input
performed with decreased visual guidance as input with un-
certainty and adopt an uncertain input handling framework
for adapting system behavior. We describe action mecha-
nisms and novel feedback techniques for handling such in-
put and demonstrate their use through three example applica-
tions. We conducted a two part study to guide future design.
In the first part, we determine the selection range of manual
input on a large touch screen by measuring the positional off-
set with different degrees of visual guidance. In the second
part, we report the perceived utility and the hand-eye coordi-
nation challenges that emerge during the interaction through
a qualitative evaluation of the applications.

BACKGROUND
We motivate our design approach by discussing earlier work
on gaze input, hand-eye coordination and input with uncer-
tainty.

Gaze as Input Modality
Our work falls under the design approach that utilizes gaze
as an additional modality rather than replacing manual in-
put. Research in this direction aims to compensate the lack
of a confirmation mechanism in gaze input (known as “Midas
Touch” [16]) by using physical keyboard [19], mouse [41],
touch [30] or gesture.

Previous studies conducted in controlled, isolated settings
show that gaze can be faster than other pointing devices for
target selection [28, 34]. Thus, a strong motivation for most
previous work that combine gaze and manual input has been
motor performance gains in target acquisition [4, 18, 21, 30,
31, 33, 41]. A pioneering application is Zhai et al.’s MAGIC
pointing [41], a manual and gaze hybrid pointing method,
that eliminates part of the mouse movement by warping the
mouse cursor to the eye fixation coordinates and then accom-
plishes the selection action through the mouse, thus cascading
the two input modalities. Recently, interaction with large and
distant displays, where direct input is impractical, has been
an application area for utilizing gaze. In these applications
gaze is complemented by touch input on a hand-held device
[30, 31, 33] or free air gestures [18].

In general, previous work capitalizes on the rapid switching
of spatial context afforded by gaze to decrease the amplitude
of movement by hand. Thus, a common feature among them
is the separation of the hand from the target, namely the indi-
rect and relative use of manual input to complement the abso-
lute coordinates provided by gaze. Two hybrid exceptions are
GazeTouch [21] and Gaze-Shifting [22] that utilize manual
input both as a direct and indirect input, based on the distance
of gaze point to the input position.

Some of the examples cited above are similar to our approach
in that they facilitate manual input without visual guidance.
This is achieved through different means, such as using touch

as a relative, indirect input [21] or in small handheld devices
that enable eyes-free interaction [31]. Our approach departs
from them by always using manual input directly, even in
the case of input without visual guidance. We use manual
input for selection and use gaze input to qualify manual in-
put. While earlier work advocates the separation of the hand
from the target, summarized as “gaze suggests and touch con-
firms” [30] or “gaze selects, touch manipulates” [21], we
propose an alternative use in which “gaze qualifies hand in-
put.”

Hand-Eye Coordination
Our approach is partly motivated by the simultaneous use of
gaze and manual input on multiple points of interest. Previ-
ous work in eye cursor coordination in web search shows that
mouse use is not purely incidental, (i.e. performed for the
purpose of clicking) [24]. Instead, the cursor can be used
for other purposes such as keeping track of what is read and
as a placeholder on interesting items, while eyes switch to
other regions [15, 24]. Additionally, as Bieg et al. [3] argue,
one assumption in techniques that aim to decrease the am-
plitude in target acquisition using gaze is that eye movement
precedes pointing actions. Contrary to this, their study reports
that pointing behavior is initiated without visual guidance for
items whose approximate locations are known.

In the above described situations gaze and pointing accom-
plish parallel tasks in different regions within interface. How-
ever, such parallel use of eye and cursor movements might
not be well supported by design approaches that cascade (i.e.,
sequence) manual and gaze input such as MAGIC pointing
[41].

While approaches like MAGIC pointing focus on increasing
the performance in a sequential set of actions using gaze, we
target supporting concurrent access to multiple regions on the
interface, without necessarily redirecting gaze. A usable dis-
tinction has been made by Fitzmaurice et al. [9, 10] between
spatial and time multiplexing for user input. While time mul-
tiplexing refers to sequential and mutually exclusive tech-
niques, spatial multiplexing refers to the concurrent access to
dedicated input fields. Their observation of manual interac-
tion with domino bricks is illustrative of spatial multiplexing:
“...Tactile feedback was often used to grab dominos while vi-
sually attending to other tasks. The non-dominant hand was
often used to reposition and align the dominos into their fi-
nal resting place while, in parallel, the dominant hand was
used to retrieve new dominos...” [10]. Fitzmaurice et al., ac-
cordingly, design for spatial multiplexing through graspable
input devices by citing the benefits of tactile confirmation and
possible use without visual guidance.

On the other hand, the advent of multi-touch devices enabled
spatial multiplexing in graphical interfaces. Even though in-
teraction with tactile interfaces has shown to be more robust
and efficient [32, 37], multi-touch input surfaces allow simi-
lar benefits like bimanualism. Previous work on touch screens
aims to support eyes-free interaction in various ways such as
using touch as a gestural input or directing finger to prede-
fined locations using magnetic attraction [36]. In contrast, we
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support eyes-free interaction through appropriate interpreta-
tion and handling of the user input. We interpret lack of visual
guidance as situations of inputs with uncertainty.

Input with Uncertainty
Proliferation of inherently uncertain inputs, such as speech
recognition, gestures and touch, motivated a number of tech-
niques and frameworks for the flexible handling of user input
and communicating system interpretation of input back to the
user [20, 23, 25, 26, 38, 39].

A large body of research on input positional uncertainty deals
with the “fat finger problem”, namely the large touch contact
area and visual occlusion caused by the finger [2, 26, 35, 38].
In the context of this paper, the source of uncertainty is the
user’s lack of exact information about how his/her manual
input coordinates map to the visual content on the user in-
terface due to decreased visual guidance. The most closely
related work in this direction is by Hagiya and Kato [14],
who use gaze point information to model touch distribution
on a hand-size mobile display. Although particularly focused
on text entry, their distinction between accurate and ambigu-
ous touch is parallel to our approach. Different from their
work, we consider the overall design space of input handling
and demonstrate their use in diverse applications with multi-
touch interaction on a large screen. Previous work on the
accuracy of target acquisition using arm movements without
visual guidance suggests that errors increase in relation to the
amplitude of movement [5, 29] and cumulatively [6].

Users’ lack of information about their exact input region al-
lows system to interpret the input as positionally ambiguous
and less decisive. Conversely, high visual guidance reinforces
user’s manual input. In HCI various design frameworks aim
to adapt system behaviour depending on user’s varying de-
grees of control. In vehicle design, “horse metaphor” [12]
refers to a level of delegation of decision making to the sys-
tem, based on how tight or loose the user’s control is. Pohl
and Murray-Smith propose design approaches for mobile sys-
tems that allow users to vary their level of engagement along
a focused-casual continuum [23]. When user input is casual
(i.e., lacking in precision and deliberation) the system partly
takes control using available personal and contextual infor-
mation. In the same spirit, we use the degree of visual guid-
ance for a partial delegation of decision making to the system.
However, while user attention is inhibited or reserved for an-
other activity in mobile use [23], we are primarily interested
in the cases in which user attention is divided between two ac-
tions related to the same task and two regions within the same
interface. This enables using gaze position on the interface
as a resource for interpreting the user’s input and providing
feedback to the user through various channels.

DESIGN SPACE
Previous work [20, 25] on handling input with uncertainty
separates handling process into successive stages of model-
ing input, event dispatch, interpretation and action, in which
the system component “mediator” is responsible for decid-
ing on the action. We used a similar structure and provide
an inexhaustive list of considerations and techniques that are

particularly relevant for handling input with varying degrees
of visual guidance.

User input involves both user manual input position and
other contextual information. The system handles user in-
put through various action mechanisms (i.e. select, defer or
inaction). Feedback techniques aim to remedy users’ lack of
visual guidance by making manual input information and sys-
tem interpretation of input available to the user.

User input
Manual input position. The primary resource for interpret-
ing user’s manual input is the position (such as x,y values)
of the input. Potential selection range around a manual input
position increases with decreasing visual guidance (Figure 2),
due to positional uncertainty. We operationalized visual guid-
ance as the distance between the gaze and manual input posi-
tion and use it to compute the potential selection range around
touch input. The interpretation of manual input is exact up to
a certain distance threshold between gaze and input position.
Beyond this threshold, the selection range increases in linear
relation to the distance between gaze and manual input po-
sition. For touch input the selection range is greater than a
single pixel, even when it is conducted with visual guidance,
due to the inherent uncertainty of touch. During the design
process we heuristically defined the threshold and linear re-
lation values. A two stage target acquisition study described
further in the paper shows how the threshold and linear rela-
tion can be empirically determined.

Figure 2. Input selection range increases the further gaze point is located
from the manual input position (where the touch or cursor is located).

Additionally, the determination of visual guidance is depen-
dent on a number of design decisions:

• Continuous, discrete. For a manual input event, visual
guidance can be determined along a discrete (such as only
covering the two opposite ends eyes-on and eyes-free) or
continuous scale.

• Conservative, liberal approaches. The determination of
visual guidance and thus the selection range around an in-
put position can change upon eye movements (liberal ap-
proach) or only upon the movement of the hand (conserva-
tive approach). We borrow the terms from Zhai et al. [41],
who used them to distinguish the cases in which a mouse
cursor is continuously warped to the gaze point coordinates
(liberal) or only upon a cursor movement event (conserva-
tive). For many cases, conservative approach can be more
suitable, since elements pointed with visual guidance will
persist in the user’s short term memory even after the gaze
shifts to another location.

When scaling the range of uncertainty upon movement, our
general principle is to a) decrease the uncertainty instantly
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when the user increases visual guidance and b) increase the
uncertainty gradually when the user decreases the visual
guidance. The difference is due to the gradual deviation
in position with increasing amplitude of movement [5].
It should be noted that for cursor input (e.g., mouse), the
uncertainty can always be determined upon movement as
the cursor is always present at the interface. On the other
hand, touch input involves finger enter and exit events.

Gaze context. Interpersonal interaction can involve “referen-
tial gaze” in combination with speech and manual pointing to
ground and disambiguate meaning. The use of “dual point-
ing” to two different regions of interest in the environment,
one with gaze the other with the hand, to semantically asso-
ciate them, has been documented [13]. Similarly, eye track-
ing information can be used beyond determining the posi-
tional uncertainty of manual input. The information of where
the user is gazing at the interface can be used to resolve uncer-
tainty in manual input by prioritizing actions that are related
to the gaze context.

There are multiple possibilities regarding how the gaze con-
text can be determined in relation to manual input. First, the
gaze context position can be determined at the beginning of
manual interaction and remain fixed until the user ends the
manual input (such as by releasing a mouse or in a touch up
event). Second, the gaze context position can be constantly
updated upon eye movements. However, during the design
process we noticed that continuous synchronization of gaze
context with eye movements can be intrusive and unstable. A
more viable option is to update gaze context only upon touch
or cursor movements.

Interaction history. Another resource for resolving posi-
tional uncertainty is the interaction history of the user. A pos-
sible reason for the lack of visual guidance and loose hand-
eye coordination could be that the location of the item is re-
membered [11]. Thus, decreased visual guidance can be at-
tributed to the user expectation of repeating a previous action.
The system can also resolve uncertainty by keeping track of
how user changes the application state. Application function-
ality makes certain action sequences more probable over oth-
ers in an interface configuration. As an example, if the user
previously opened a dropdown menu, it is more probable that
a selection action on one of the menu items will follow.

Figure 3. Two possible ways of resolving positional uncertainty are using
gaze context (left) and interaction history (right).

Action Mechanisms
Select action. The system can respond to positional uncer-
tainty in a number of ways for selecting action (Figure 4).
One is positional selection between different actions, such
as selecting between different discrete input fields like but-
tons. The selection can also occur between different actions
that positionally overlap. For example, a touch action on

a text field can be intended for scrolling or text selection
[26]. These different actions require different degrees of vi-
sual guidance: scrolling has an area effect and does not re-
quire exact pointing, while selection requires accurate point-
ing. Decreased visual guidance in such cases can aid the sys-
tem decision making between various actions types. Finally,
if the input field allows range selection, positional uncertainty
can be handled by expanding the selection range.

Figure 4. Action selection can involve positional selection (left), select-
ing between actions that positionally overlap (middle) or range selection
(right).

Defer action. Another potential response is to defer action
until enough information is gathered for disambiguation. A
common example is the press-release sequence for inherently
uncertain inputs such as touch [25] or gaze [19]. System in-
terpretation of user command is communicated as a feedback
after key or touch press event and the final action is deferred
to a key or touch release event.

Inaction. Input without visual guidance can be interpreted as
unintentional or unfocused, resulting in the system not taking
action.

Feedback Techniques
In addition to possible non-visual notifications such as sound
or tactile feedback, eye tracking allows various visual strate-
gies to provide feedback about user actions and the system
interpretation of them:

Support peripheral awareness. In the case of manual input
without visual guidance the system can remedy the lack of
information by supporting peripheral awareness. The system
can increase the visual footprint of the cursor a) to support the
peripheral awareness of where the cursor or finger is located
within interface and b) to indicate the degree of positional un-
certainty as determined by the system (Figure 5). The visual
footprint of potential targets can also be increased, informing
users about the system interpretation of their action.

Figure 5. Providing peripheral awareness (left) and warping informa-
tion content around manual input position to gaze point (right) are two
possible visual feedback techniques to communicate system interpreta-
tion of user input back to user.

Warp information to gaze point. Warping information to
the gaze point is the counterpart of warping cursor to the gaze
point location (e.g. [41]). The information content around
the user’s manual input position or the system interpretation
of user action is overlaid to where the user’s gaze is directed
(Figure 5).
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Figure 6 provides a summary of the design space. It should
be noted that providing feedback and uncertain input handling
are two competing approaches, since feedback techniques de-
crease the uncertainty by providing information to the user.
However, they are not mutually exclusive and can be inte-
grated in various stages of interaction as can be seen in the
applications described further in the paper.

Figure 6. Summary of the design space.

DETERMINING SELECTION RANGE
An important design question related to positional uncertainty
is determining selection range for input with varying levels of
visual guidance.

We conducted a two stage study of target acquisition to de-
termine the potential selection range around a touch point.
12 participants (4 female) aged between 20 to 34 (m=28,
sd=3.95) took part in our evaluation. Each session started
with 9 point eye tracking calibration and proceeded if the cal-
ibration was successful (below 2◦ deviation in accuracy). The
height of the table on which the screen and eye tracker were
mounted was adjusted for each participant and the partici-
pants remained standing during the evaluation.

Apparatus
The study has been conducted using a 10 finger multi-touch
screen (27”, 2,560x1,440 pixels) combined with an SMI RED
eye tracker that is positioned below the touch screen running
at 60Hz. The screen was tilted 30◦ to enable easier hand reach
for touch input. The screen and eye tracker were positioned
respectively 50cm and 70cm in front of the eyes (approximate
values).

Study Design
Each participant performed two set of tasks. The first set of
tasks aimed to determine positional inaccuracy (variable) for
varying distances between gaze and target (invariable). The
second task set aimed to determine the distance between gaze
and the target (variable) for accurate pointing tasks (invari-
able).

We logged gaze, touch and target positions for each task. Dur-
ing the study there were brief moments when eye tracking
signal was not available due to hand occlusion or head move-
ment. Thus, a task was completed only when the gaze point
was available to the system.

Position Inaccuracy for Gaze Distance
Earlier work suggests a decreased positional accuracy for mo-
tor target acquisition without visual guidance [5, 29]. At the
first stage, we aimed to determine the positional uncertainty
for target acquisition in varying degrees of visual guidance,
which we operationalized as the distance between the target
and where the gaze is directed.

To complete a target acquisition task, the participants had to
keep their gaze (controlled by eye tracking) inside a circle
while tapping on one of the 15 targets (on a 5 × 3 matrix) on
the touch screen (Figure 7). The participants were instructed
to tap as correctly and as fast as possible to determine the
positional offset for acquisition. We used the 6 lower mid-
dle points within the matrix, where the eye tracking is most
accurate, as gaze fixation points. While keeping their gaze
within the defined area, the participants tapped on all the de-
fined targets on the matrix at a randomized order. The target
acquisition tasks were accepted only if the participants kept
their gaze within the circle (indicated to the participants by
changing the circle area to green).

To prevent giving any visual cues, the entire target matrix was
visible during the tasks. However, information of which tar-
get to tap on was shown within the circle. The pairing of 6 eye
fixation regions with 15 target positions resulted in 90 tasks,
that show varying distances between the target and the gaze
point. To prevent the misidentification of the target, each col-
umn was assigned a different shape (from left to right: circle,
cross, triangle, square and pentagon).

The degree of visual guidance as we operationalized in the
study is not easily comparable to index of difficulty in Fitts’
law. First, the amplitude of motion is not dependent on the
distance of the target from the gaze, since the participants
initiated the movement from the previous target location in
the matrix. Second, the visual boundary of the targets does
not accurately represent target width as the system did not
require the participants to touch on the exact position.

At the same time Fitts’ law has implications for acquisition
with restricted visual guidance. It has been shown that Fitts’
law is valid for restricted visual guidance on the target or hand
[40]. By increasing the selection range for manual input, we
increase the target width and thus decrease the index of dif-
ficulty. How the increased target width compensates the lack
of visual guidance for acquisition performance is a highly
relevant question for future research. However, we limit the
scope of this study to determining the selection range around
touch point.

Figure 7. The experimental screen (left) and the close up of the circle
(rad = 52.5mm) in which the participants need to keep their gaze inside
(right). The target is shown in red inside the circle, while the position of
the circle is shown in green.

Gaze Distance for Accurate Acquisition
While the first stage aimed to understand the positional inac-
curacy with varying visual guidance, second stage aimed to
understand the distance of gaze from the target for accurate
pointing. Participants were instructed to touch circular tar-
gets, without any constraints on where they look. This stage
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forced participants to be accurate since a task was considered
complete only when the touch point fell within the circular
target (rad = 5.8mm). Each participant completed 3 repeti-
tions of 6 target acquisition tasks (randomized order).

Results
The first stage yielded 1080 trials from 12 participants (×
90 tasks). The scatter plot in Figure 8 shows the relation-
ship between the distance of the gaze point to the target po-
sition (invariable) to the positional offset (distance between
the touch and target positions). The outliers in the scatter plot
refer to the trials in which there was a large positional off-
set (M=120.8 mm, sd = 13.4), but the touch point was close
to an adjacent target on the matrix (M=19 mm, sd = 8.8).
We categorize these 31 outliers as cases in which participants
misidentified the target, and exclude them from the analysis.
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Figure 8. Scatter plot of peripheral target acquisition tasks across
all participants. Outliers are shown in blue. Horizontal red line in-
dicates the visual boundary of the circle target (rad=5.8mm). Green
background indicates the eyes-on in which the target was within the
boundary of the circle the participants had to keep their gaze in-
side(rad=52.5mm).

We divide the data in four continuous bins that correspond to
varying levels of visual guidance. The intervals of the first bin
(0-52.5) were determined by eyes-on tasks, in which the dis-
tance between the gaze point and the target are smaller than
the radius of the circle in which the participants had to keep
their gaze inside. We divided the rest of the data in three bins
of even intervals. Figure 9 shows the distribution of touch
points relative to the target across all users for four chosen
levels of visual guidance. The deviation in the distance be-
tween gaze point and target is due to the large diameter of cir-
cle in which the participants need to keep their gaze within.
For varying visual guidance levels, 95% confidence values
for positional offset can be used to determine touch selection
range. The results (Table 1) suggest an increasing positional
inaccuracy with increasing distance between gaze point and
target.

An unusual result from the first stage is the very large devi-
ation for eyes-on tasks (0-52.5mm) when compared to a pre-
vious study [2] that reports an accuracy rate higher than 95%
for 5mm radius target acquisition. We relate the unusual re-
sult to the experimental design of the first stage, in which par-
ticipants did not have to touch within the target to complete
the task. This is in contrast to the second stage, in which
participants had to touch within the target visual border. In
216 total trials gathered from the second stage, 95% of gaze
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Figure 9. The distribution of touch points relative to the target across all
users for chosen ranges of distance between gaze point and target. The
dashed circles are the 95 % confidence circles. The red circles show the
target visual boundary. All units in mm.

Distance range Mean distance 95% confidence
(Gaze to Target) (Gaze to Target) (Touch offset)
0-52.5mm 20.7mm (sd=9.3) 15.6mm
52.5-200mm 146.0mm (sd=29.6) 22.6mm
200-350mm 272.8mm (sd=33.1) 37.9mm
350-500mm 414.8mm (sd=32.1) 56.7mm

Table 1. 95% confidence values of positional offset for distance between
touch and target for different visual guidance ranges. The range 0-
52.5mm represent eyes-on tasks.

points were within a 61.0mm radius range around the target
(M=26.3mm, sd=20.0).
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Figure 10. Selection range profile showing 95% confidence ranges from
the first and second stages. Note that the minimum selection range on y
axis does not need to start from a single pixel width for inputs that are
inherently uncertain, such as touch.

We use the 95% confidence value (61.0mm) for the distance
between gaze and target in accurate pointing tasks as a thresh-
old for increasing positional uncertainty due to decreased vi-
sual guidance. Together with the values from the peripheral
target acquisition tasks at the first stage (Table 1), we plot
a tentative profile of selection range with varying degrees of
guidance (Figure 10). We should stress that the profile is in-
tended as a provisional design guide. More importantly, not
every potential action within the input selection range should
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be given the same weight for input handling. We consider
a discrete confidence threshold to be most useful for cases
that require making the selection range visually explicit to
the user.

APPLICATIONS
We developed a number of applications to demonstrate the
applicability of our design approach for a variety of use cases.
The applications feature different combinations of input han-
dling components. Below, we provide a conceptual break-
down of each application in terms of user input, action mech-
anisms and feedback techniques described above.

Application 1: Multifocus Image Exploration
A potential application case is multifocus interfaces (e.g., [7,
8]) that involve spatial juxtaposition of multiple points of
interest. As opposed to time multiplexed methods such as
zooming, multifocus interaction utilizes spatial multiplexing
to display information [7]. A common aim in juxtaposition is
to compare and correlate between multiple foci [8] and avoid
redirecting gaze over long distances. The process of declar-
ing multiple foci can be sequential or concurrent (e.g. using
multi-touch). Gaze input can be a useful addition to multifo-
cus interaction tasks, both as a focus point and for supporting
input with decreased visual guidance.

User input: Manual input position (discrete, conservative), Interaction his-
tory (previously zoomed in regions are used to resolve positional ambiguity)
Action mechanisms: Select action (resolve positional uncertainty, in-
crease selection range by zooming out)
Feedback techniques: Peripheral awareness (show view frustum from fin-
ger to the gaze context), warp information content (warp lens near the pri-
mary touch point)

Figure 11. The degree of visual guidance is used to determine the po-
sition of lenses in image exploration. In the case of a touch event with
visual guidance, the lens is shown at the touch position (left). In the case
of a touch event with decreased visual guidance, the lens is warped near
an existing lens (right).

Here, we demonstrate the use of input without visual guid-
ance for exploring a map image that shows world population
density (Figure 11). The application allows creating multiple
lenses that are aligned edge to edge and controlled by indi-
vidual touch points. The degree of visual guidance on differ-
ent touch events is used to determine the primary touch point
near the other lenses are aligned by its edge. The primary
touch point is reevaluated with each touch down event. In the
case of a touch event with visual guidance, the other lenses
are warped to the new touch location. In the case of a touch
event with decreased visual guidance, the lens is warped near

the primary lens that the user’s gaze is directed. In the lat-
ter case, positional uncertainty is handled in two ways. First,
the lens covers an increased areal range. Second, positional
uncertainty can be resolved by using interaction history by
zooming into a previously viewed location.

Application 2: Exploring Relational Data
Another multifocus application case is interaction with rela-
tional data. We created a geospatial visualization of flight
connections in the US (Figure 12). Interaction with the graph
allows filtering flight connections based on the airports near
the manual input. The degree of visual guidance is used to de-
termine the positional uncertainty of touch points. For touch
actions with high visual guidance, the application visualizes
the connections from a single node that the user is pointing to.
Positional uncertainty is increased and the cursor is expanded
for pointing actions with decreased visual guidance. In this
case, the gaze context of the user is used to resolve positional
uncertainty; only the connections between manual selection
range and airports near gaze point are visualized. In contrast
to multifocus image application, the gaze context is not asso-
ciated with an existing touch point and updates continuously
with the movement of the touch.

User input: Manual input position (continuous, conservative), Gaze context
(updates based on manual movement on touch surface, resolve positional
uncertainty using relational data)
Action mechanisms: Select action (resolve positional uncertainty)
Feedback techniques: Peripheral awareness (expand the cursor to show
positional uncertainty), Warp information content (show airport code on the
gaze context)

Figure 12. If the manual positions are interpreted as exact, the applica-
tion visualizes all the connections from a single node (left). If the user
gaze is directed elsewhere at the graph, the cursor is expanded to show
increased positional uncertainty (right).

Application 3: Color Switching in Paint
Many interfaces involve sequences of tool switching and ma-
nipulation actions. Tool switching can be realized using tool-
bars, keyboard shortcuts or in-place selection techniques such
as pie menus. Direct input devices such as touch screens al-
low bimanual action, where one hand performs tool selection
while the other manipulates the target. In these cases, visual
guidance can be used to qualify tool selection and manipula-
tion actions. In this application we take color selection and
painting on a canvas as an example of pair actions. Our appli-
cation features two input fields: a continuous color selection
bar and a virtual painting canvas.

Input field: Color palette
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The color palette is configured as a vertical bar with varying
hues along the y axis (Figure 13). The degree of visual guid-
ance is determined continuously, corresponding to increased
positional uncertainty for selection. In the case of selection
with visual guidance, the system only considers the touch po-
sition for selecting a hue. In case of decreased visual guid-
ance, the positional uncertainty is increased and the system
uses additional user input resources for selection, namely the
previous color selections (interaction history) and the colors
in the gaze context of the user. The actual color selection is
deferred to a touch release event. In the meantime, feedback
of selection is displayed to the user through a radial color
palette that appears on the gaze point. The gaze context is
fixed at the start of a touch event and remains constant until
the touch is released.

User input: Manual input position(continuous, conservative), Gaze con-
text (the colors on the canvas region that the user looks at are used to
resolve uncertainty for selection), Interaction history (previously used colors
are used to resolve uncertainty)
Action mechanisms: Select action (resolve positional uncertainty), Defer
action (defer the actual color selection to touch up event)
Feedback techniques: Peripheral awareness (increase the cursor size
to show positional uncertainty), warp information content (create a color
palette around gaze the context)

Figure 13. When conducted with a high degree of visual guidance the
manual input is interpreted as exact (left). If the user gaze is directed
elsewhere, such as on the canvas, the positional uncertainty is increased.
In this case system provides feedback by visualizing a radial color palette
at the gaze point (right).

Input field: Canvas
For input on canvas (Figure 14), the degree of visual guidance
is determined discretely and is used to select action type. The
degree of visual guidance at the moment of touch is used to
determine if the action type is intended for painting (requiring
fine degree of control) or moving the canvas (has area visual
effect, thus requiring less visual guidance). The input type
associated with a touch point remains stable until the touch is
released.

EVALUATION OF APPLICATIONS
The various applications we developed combined different in-
put handling techniques. We evaluated different applications
to investigate 1) possible hand-eye coordination challenges
that are general for input with decreased visual guidance and
2) the particular interaction challenges related to the action
mechanisms and feedback techniques that vary among appli-
cations.

After finishing the target acquisition tasks, the participants
proceeded into using the three applications. They were asked
to perform open ended tasks with the example applications

User input: Manual input position (discreet)
Action mechanisms: Select action (between types “paint” or “move”)

Figure 14. Touch event on a canvas can be interpreted either as a paint
(left) or move the canvas function (right) depending on the degree of
visual guidance.

until they felt comfortable using the system (approximately 5
minutes). While our design approach does not require gaze
point to be made explicit to the user, we still visualized the
gaze as a translucent gray ring to inform participants in case
the system loses track of their gaze. In this case, the translu-
cent ring turned opaque, warning participants to correct their
posture.

We video recorded participant interactions and collected their
feedback after using each application. We also interviewed
the participants at the end of the study to gather their overall
feedback. In this section we report the participant feedback
and observational data.

Participant Feedback & Video Analysis

Adjustment through Use
A common reaction among participants was the reported dif-
ficulty of “touching without looking” at the start of the ses-
sion followed by gradual adjustment. Words “unnatural”,
“unintuitive”, “strange” were often used to describe the initial
experience, while the participants described their later expe-
rience as “natural” and “easier”. Deliberately “avoiding drift-
ing” of gaze to the touch location was observed during inter-
action and was also reported by participants as one reason for
initial difficulty. “At first it was of course quiet strange, point-
ing to a place where you can’t see and your gaze tries to go
there and you try to use your peripheral vision, but that also
gets easier as you use it, you get used to the feeling of touch-
ing somewhere that you don’t see.” (P4). The experience has
also been compared to typing on a keyboard: “... you start to
write in the keyboard without looking, initially you look but
you can try to do without looking...” (P1)

Some participants described input handling mechanisms as
“forgiving” and assistive of eyes-free input. “I don’t trust at
all what I am seeing in my peripheral vision... knowing that it
(eye tracking) being taken into account I trusted it even more
and could predict and had some expectation of what will hap-
pen” (P12). while others highlighted the need to know “ex-
actly where everything is” before being able to point without
looking. Although participant reaction differed regarding the
degree of proficiency needed, individual confidence during
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eyes-free or peripheral pointing was a common dimension of
use experience.

Being able to concentrate on the task such as drawing and
“using peripheral vision to do other specific tasks that are
very obvious” were highlighted as benefits. One participant
also reported that gradual adjustment was useful for “using
two hands”.

Gaze as Additional Pointer
The three applications are different regarding how explicitly
they use the gaze context and how gaze updates in relation to
touch events. The participant feedback helped identify poten-
tial benefits and drawbacks of different ways of using the gaze
context. Explicit use of the gaze context has been welcomed
as an additional “third hand” in flight visualization applica-
tion and enabled concurrent access to three different loca-
tions (Figure 15). “So the same feature can be done with two
hands... but then I realized we only have two hands so maybe
some possibility could be use your gaze as a third hand.” (P1)

Figure 15. Gaze being used as a third pointer in addition to two hands.

On the other hand, the use of gaze as an additional pointer, es-
pecially with dynamic update, caused hand eye coordination
challenges. An additional challenge is the difference between
the system and user interpretation of gaze context. Partic-
ipants compared between the use of gaze in the multifocus
image and flight visualization applications. “I think it is eas-
ier to use it updating in a static way, because there is nothing
that constantly change, I can compare more easily, there is
nothing unexpected, but in dynamic I had more options, was
good that it updates fast where I look, but then it was loos-
ing...” (P9).

Misinterpretation of Positional Uncertainty
We observed a number of instances in which a manual input
action was wrongly interpreted as positionally uncertain due
to the system’s lack of awareness of the movement before the
actual touch event. The instances usually involved the par-
ticipant keeping his finger just above a specific point on the
interface and performing the touch action while looking else-
where (Figure 16). In these cases, although the participants
knew exactly where they were pointing to, the application in-
terpreted it as positionally uncertain and handled accordingly.
The participant occasionally identified this as a “problem”.

Screen Edge as Ambiguous Border and Tactile Guide
Although a touch screen is an input field with definite bound-
aries, decreased visual guidance can cause ambiguity for
users regarding whether they are addressing the system dur-
ing touch. In some instances, while aiming for the color
palette near the edge of the screen, participants touched the
insensitive bezel area of the screen (Figure 17). The lack

Figure 16. Interaction sequence leading to misinterpretation of posi-
tional uncertainty. The participant placed his right index finger on a
region on the image (1). After a brief look, he lifted his right index fin-
ger from the touch screen but held it just above the surface (2), while
pointing to another location with his left index finger (3). This was fol-
lowed by a touch on the same point with the right index finger (4).

of visual feedback (color palette warped to the gaze point)
in this case communicated that the system is not addressed,
which led the users to a repeated touch action. On the other
hand, device borders provide potential tactile cues for eyes-
free use. This was observed again for selecting colors, when
participants anchored their left hand on the screen edge for
sliding along the color palette with their thumb or index fin-
ger while keeping their gaze on the canvas (Figure 17).

Figure 17. Instances of tapping on the bezel rather than the display area
(left) and using the screen edge as a tactile guide (right).

DISCUSSION
We presented a design approach that targets supporting man-
ual input with decreased visual guidance. Informed by previ-
ous literature [5, 14, 29], our main assumption was an in-
creased positional uncertainty for input with decreased vi-
sual guidance. The first part of evaluation confirmed our as-
sumption and provided a tentative profile for scaling selection
range for different levels of visual guidance. The concep-
tualization of input with decreased visual guidance as input
with uncertainty led to the design of various input handling
and feedback techniques. The feedback we gathered from the
participants during evaluation provides evidence for the via-
bility of input with decreased visual guidance, although cog-
nitive challenges related to hand-eye coordination and con-
fidence during input were reported. Moreover, some such
as addressing challenges and misinterpretation problems are
mainly communicative challenges that might emerge in sens-
ing or adaptive interfaces [1, 17, 27].

While we formulated manual input with decreased visual
guidance as a design motivation, the specific benefits like in-
creased functionality or satisfaction depends on a number of
contextual factors such as physical setup and task. Manual
input with decreased visual guidance can be forced by ap-
plication context or preferred by the user. Similarly, various
feedback techniques can be necessary when decreased visual
guidance is forced by application context while they are not
as essential when the users are able to direct their gaze to the
input location.
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At this point, we would like to discuss what we learned along
the design process and evaluation through the analytical lens
of spatial multiplexis [9]. Tuddenham et al. [32] limit the
use of bimanualism to “two-handed one-object interaction”,
while using the terms concurrent unimanualism and lateral
sequential unimanualism for “two-handed two-object inter-
action”. The distinction is highly relevant regarding the de-
gree of visual guidance during input. We argue that the ben-
efit of supporting manual input with decreased guidance is
most valid for multiple object interactions, since these cases
involve direct and concurrent access to multiple interface re-
gions. In painting application, this was observed when par-
ticipants switched between colors with left hand and painted
with their right hand (lateral sequential unimanualism) with-
out redirecting their gaze. For multifocus image exploration
and flight visualization the main pattern of interaction was
concurrent unimanualism.

At the same time, gaze input requires revisiting the scope of
space multiplexed user input. In their seminal paper, Fitzmau-
rice and Buxton investigate space-multiplexis through paral-
lel use of hands [9]. However, the parallel use of manual
input and eyes on different regions of interest [3, 15, 24] sug-
gests that the scope of spatial multiplexis can be extended to
the concurrent use of visual perception and input actions at
different regions. In addition, spatial multiplexis can be ex-
tended to the interactions in which gaze is used not only for
perception but also as a pointer. Many recent examples that
combine gaze with indirect touch can be described as “one-
hand+gaze one-object” or “two-hand+gaze one-object” inter-
actions [21, 30, 33]. In contrast, during evaluation sessions,
participants interpreted the explicit use of the gaze context as
an additional “third hand”, and performed “one-hand+gaze
two-object”, or “two-hand+gaze three-object” interactions.

Finally, gaze input requires revisiting the rationale of multiple
object, space multiplexed input. Unlike multi-touch, gaze is a
single channel but a very rapid input. Thus, using gaze coor-
dinates for selection might favor sequential interaction over
simultaneous selection of multiple targets, as in the case of
sequential multiple target acquisition by gaze [21]. In this
paper, we presented a design approach that targets multiple
object interaction by supporting the use of touch with varying
visual guidance as a direct input. However, further research
is needed to evaluate the drawbacks and benefits of both ap-
proaches for different applications.

Limitations
Determining Visual Guidance
In the experimental design and applications we operational-
ized visual guidance as the distance of gaze point from the
touch position at the moment of touch. This does not account
for the complex hand-eye coordination over time that leads to
a touch event: the motor movements can be accompanied by
different levels of visual guidance between the initiation of
the movement and touch. Planar input on the screen alone is
not always sufficient for sensing this coordination, occasion-
ally resulting in misinterpretation of positional uncertainty as
reported above. A potential solution is over-the-screen sens-
ing of the hand and finger movement to increase resources

available to the system. The problem is not as significant for
mouse or other cursor based movement, since the cursor po-
sition information is always available to the system.

Stability of Input Field
Our design approach assumes the stability of the input field.
Keyboard, fixed toolbars and geospatial data are relatively
stable input fields, which users either have prior knowledge of
or get accustomed to. However, more information is needed
to determine the viable scope of performing manual input
with decreased visual guidance.

Non-planar Surfaces
It should also be noted that we limited our scope of inves-
tigation to a single planar interactive surface. However, our
design approach can be applied to a range of settings that are
spatially more diverse, such as distributed, on-body or virtual
interfaces. These settings raise a number of questions such as
determining positional uncertainty and solving the addressing
problems described earlier.

CONCLUSION
Potential ubiquity of eye tracking in the near future calls
for reevaluating the division of labor between different in-
put modalities and the role of gaze within. In this paper, we
contributed to the ongoing discussion on how gaze can be
integrated with other modalities. Our proposed design ap-
proach utilizes gaze to qualify direct manual input by tak-
ing into account the level of visual guidance the input is per-
formed with. In the case of input with visual guidance the
system allows familiar interaction, while the input with de-
creased visual guidance is supported through various action
mechanisms and feedback techniques for handling input with
uncertainty. Adaptive handling of input, in return, supports
concurrent access to multiple locations in an interface. We
consider the design space we developed as a starting point for
a systematic exploration of interfaces that adapt manual input
handling in relation to visual guidance.
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ABSTRACT
We explore the combination of above-surface sensing with
eye tracking to facilitate concurrent interaction with multiple
regions on touch screens. Conventional touch input relies on
positional accuracy, thereby requiring tight visual monitoring
of one’s own motor action. In contrast, above-surface sensing
and eye tracking provides information about how user’s hands
and gaze are distributed across the interface. In these situations
we facilitate interaction by 1) showing the visual feedback of
the hand hover near user’s gaze point and 2) decrease the requi-
site of positional accuracy by employing gestural information.
We contribute input and visual feedback techniques that com-
bine these modalities and demonstrate their use in example
applications. A controlled study showed the effectiveness of
our techniques for manipulation tasks against conventional
touch, while the effectiveness in acquisition tasks depended on
the amount of mid-air motion, leading to our conclusion that
the techniques can benefit interacting with multiple interface
regions.
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INTRODUCTION
Large multitouch screens allow designers to create wide
workspaces that provide direct and concurrent access to UI
widgets: users can access commands or information without
any additional interaction steps. However, single-focus human
visual attention remains a bottleneck for concurrent access.
Although wide or distributed workspaces come with the ben-
efit of displaying many UI elements, they can divide users’
visual attention between distant interface regions where the
cost of redirecting the gaze is high. This is especially the case
for precise pointing tasks, as the positional accuracy of touch
input depends on users visually monitoring their own motor
actions [12, 25].
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Previous research has shown that additional input modalities
can decrease the need for positional accuracy by sensing more
than the touch position. One such modality is above-surface
sensing of hand posture, position and gesture. Above-surface
information has been used to discriminate between different
commands that a touch input could be intended for, thereby
expanding the functional vocabulary of touch actions [7, 14].
Above-surface sensing also holds promise for decreasing the
difficulty of pointing tasks on large screens by adapting the in-
terface in anticipation of touch [2, 37]. In parallel, eye tracking
has very recently been employed to address the challenge of
limited visual attention on touchscreens. Previous work in this
domain compensates the lack of visual monitoring through
flexible input handling [12, 25] and gaze-adaptive visual feed-
back [25].

Figure 1. We use the combination of above-surface sensing and eye track-
ing to facilitate direct input, even when the user in not visually attend-
ing to the target. The system determines potential user actions through
above-surface sensing, but defers their confirmation to touch input, ac-
companied by gaze-adaptive visual feedback between these two steps.

In this paper, we explore the combination of above-surface
sensing with eye tracking to partly overcome the limitation of
single-focus visual attention and facilitate concurrent interac-
tion with multiple interface regions. Though each has shown
individual promise, the combination of these modalities has
not been studied. Our motivation for their combination is the
new design possibilities they lend to supporting concurrent
interaction. Together, above-surface sensing and eye tracking
allow us to understand how users’ hands and gaze are dis-
tributed across the interface and adapt the interface when the
hands are further from user’s gaze. Our interaction techniques
address the aforementioned challenges of a) reliance on posi-
tional accuracy and b) limited visual attention under the two
components of input handling and visual feedback.

Input handling: The interactive affordances of input widgets
predispose hand posture and eye movements prior to the actual

Gaze Interactions DIS 2017, June 10–14, 2017, Edinburgh, UK

115



touch contact. Above-surface sensing and eye tracking allow
the system to capture this pre-touch ([1, 14]) information,
which we use to discriminate user actions (e.g. based on hand
posture), without extensive reliance on input position.

Visual feedback: We utilize above-surface sensing and eye
tracking to enable visual monitoring of multiple interface loca-
tions. This is accomplished by warping the interface contents
hovered by hands to where the user’s gaze is directed at, thus
enabling interaction with distant interface locations without
having to redirect the gaze. This allows for visual juxtaposition
of a UI widget with an interface region.

Our main contributions are as follows:

• Our work contributes, to our knowledge, the first combina-
tion of above-surface sensing and eye tracking with touch.
We formally describe the design considerations for the com-
bination of these modalities to support concurrent interac-
tions with multiple interface regions.

• We developed novel interaction mechanisms using these
modalities. For input, we use hand posture to assign in-
teractive widgets and finger-mapped touch actions for con-
firmation. These are complemented by visual feedback
techniques that adapt the position, timing and visual as-
pects of the feedback using eye fixation coordinates and
above-surface sensing. We demonstrate these techniques in
example applications.

• Finally, we tested the efficacy of warped feedback for acqui-
sition and manipulation tasks against a baseline condition of
non-warped feedback that requires redirecting the gaze. The
results show that for manipulation tasks, the performance
of warped feedback was significantly better than baseline,
while the results were comparable for within-widget acqui-
sition tasks. On the other hand, the performance of warped
feedback significantly suffered when the participants had to
switch between widgets through midair movement.

Based on these findings we conclude that the proposed inter-
action techniques can be used to complement conventional
visually-monitored motor actions, with warped visual feed-
back employed for inputs that require minimal midair move-
ment and visually monitored motor actions employed for large
midair movements by hand.

RELATED WORK
Touchscreens, which lack any tactile cues, require users to
visually monitor their own action for positional accuracy. This
has led to various strategies to support eyes-free input on touch
surfaces, such as augmenting them with tactile widgets [34]
or directing the finger to predefined locations using magnetic
attraction [33]. In contrast, non-haptic solutions take advan-
tage of the dynamic adaptation of motor and visual spaces
afforded by touchscreens. In this section, we review the use of
above-surface sensing and eye tracking as two modalities to
decrease reliance on positional accuracy or visual monitoring
during input.

Combining Gaze and Touch Input
The potential of gaze as a real-time input is being investigated
in an increasing number of settings and in combination with

other modalities. A common strategy is to take advantage of
the rapid change of spatial context afforded by eye movements
for gains in motor performance during selection. This has been
the motivation for using gaze as a cursor on large and distant
displays on which direct touch input is impractical [27, 29].
In these situations, eye fixations provide the input position
whereas touch input on a handheld device confirms the action.

On the other hand, there has been a recent interest in combin-
ing manual input with gaze on the same surface. Common in
this work, is the use of the distance between the gaze point
and touch (or any other manual input type) for the flexible
handling of touch. However, they differ in terms of how the
situations in which touch and gaze misalign are handled. One
approach is to utilize touch as an indirect and gestural input
and use gaze point position for selection instead [18, 19]. This
assumes visual attention on the location of input and has been
motivated by the need to decrease the amplitude of motion (i.e.
distance traveled by the hand), parallel to MAGIC pointing
that cascades manual and gaze input [38].

Another approach to combining gaze and touch is preserving
touch as a direct input but distinguishing between accurate
and ambiguous touch actions by incorporating gaze point in-
formation. The main motivation in this approach has been
facilitating input with decreased visual monitoring for con-
current access to multiple objects [25] or high-throughput
interactions such as typing on a touchscreen while looking at
the text field [12]. Both cases exemplify situations in which
touch input is performed further from the location of visual
feedback. They demonstrate flexible input handling mech-
anisms based on the level of visual monitoring with which
the touch action is conducted. Decreased visual monitoring
results in an expanded area for potential selection and subse-
quent delegation of control to the system for decision-making.
The flexible input handling is accompanied by various tech-
niques such as providing visual feedback at the periphery or
translating the visual feedback coordinates to where the user’s
gaze is directed [25].

The aforementioned work also varies regarding how it opera-
tionalizes visual monitoring. The distance between the gaze
and touch point can be utilized as a discrete distance thresh-
old for classifying direct and indirect touch [18, 19] or as a
continuous scale to determine positional uncertainty [12, 25].
However, common among them is input handling and visual
feedback at the moment of touch contact. This poses a limi-
tation because touch and gaze information at the moment of
touch does not account for the complex hand-eye behavior
that leads to a touch event.

Above and On Surface Interaction Continuum
Above-surface sensing promises to extend input handling and
visual feedback processes to pre-touch. Earlier work used
above-surface sensing in various ways, ranging from delib-
erate midair input actions [10, 13, 20] to implicit use of
pre-touch movements by the system [14, 36]. Within previous
work, we focus on a subset that use above-surface sensing
in continuum with touch input [17] rather than in isolation.
Research in this direction already targets relaxing the require-
ments of positional accuracy using various strategies.
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One strategy for relaxing the requirements of positional ac-
curacy has been adapting the motor space of the interface
through target expansion [2, 37]. TouchZoom [37] uses the
proximity of fingers to the screen to increase toolbar and icon
target sizes before touch. Similarly, the proximity of the finger
to the screen has been used to expand targets for in-vehicle
interfaces that need to be operated with little visual monitoring,
as visual attention is reserved for driving [2].

Above-surface sensing has also been used to extend touch func-
tionality. Touch actions have been mapped to different inter-
face commands based on various pre-touch or after-touch mid-
air gestures [7]. The strategy that is most closely aligned with
ours is that of Hinckley et al. [14] who utilize above-surface
sensing (including grip) primarily as a pre-touch modality to
provide anticipatory visual feedback and distinguish between
the different commands a touch action can be intended for on
a mobile device. However, instead of small and hand-held
devices, we focus on interaction with large touch surfaces,
which point to significantly different design considerations.
We discuss these differences below.

Comparison to Previous Work
By combining gaze and above-surface sensing, we build on
and advance the state of the art for these two input modalities.

When combining gaze and touch, we use touch primarily as
a direct input, even in the cases where touch and gaze points
misalign. This is in contrast to previous work that combines
gaze with indirect manual input when touch is performed
further away from gaze [18, 19]. We also further previous
work that translates visual feedback near user’s focus of visual
attention [25]. In previous work, the visual feedback has been
limited to the moment of touch contact and more importantly
does not leverage the multitouch capability of the human hand.
We use above-surface sensing to detect the proximity of not
only the hand or a single finger tip, but multiple fingertips. In
turn, this allows the system to visualize possible commands
that can be triggered through touch with different fingers. This
is achieved by showing a simplified representation of the hand
that shows command-to-finger mapping near where the user is
gazing.

In the domain of above-surface sensing, our main contribution
is the extension of pre-touch to multifocus interactions on
larger touchscreens. These interactions differ from handheld
pre-touch [14] in at least three ways. First, hand grip becomes
less relevant for larger screens, while the projected position of
the hand over the interface (hover) gains relevance. Second,
multifocus interaction on large screens causes the user’s visual
attention to be split between more distant interface regions,
which can be detected through eye tracking for the purpose of
input handling. Third, larger surfaces can accommodate the
entire human hand, thereby allowing pre-touch visual feedback
for all fingers.

Much effort in interaction techniques for large screens (e.g. [3,
16]) and gaze pointing [38, 18] has been directed to increasing
the pointing performance for distant targets by decreasing
the amplitude of motion. In contrast, we target situations in
which the required motion by hand is not large but the cost

of redirecting the gaze can be high. While the definitions
of large touchscreen vary, the considerations of split visual
attention and accommodation of both hands define the scope
of our work. Indeed, previous work [12, 25] shows that input
accuracy suffers when the gaze is away even for screens of
27” or smaller due to the very limited area where the vision
is sharp. In the next section, we motivate our combination of
these modalities and show how they enable interactions that
are not possible with eye tracking or above-surface sensing
alone.

DESIGN CONSIDERATIONS
Pointing to interface elements involves gradual alignment of
fingertips to a visual target, a closed-loop control process
that starts with midair motion and finalizes with the end of
touch. Figure 2 summarizes this process and our design
space by showing the progression of a command event in
three modalities. It should be noted that our focus is on using
the above-surface as a pre-command modality for selecting
widgets and deferring the confirmation of action to touch.
Thus, the figure excludes mid-air gestures that do not yield
to a touch event as in gaze and gesture combinations [6] or
after-touch gestures [7].

Figure 2. Continuous feedback control loop showing three input modali-
ties during input. UI widgets are continuously ranked before a touch ac-
tion, while the system provides the visual feedback of the selected widget
(top). The widget assignment process (bottom) is modeled after Schwarz
et al. [24].

To assign widgets to hands, we employ the uncertain input
handling framework developed by Schwarz et al. [24], but
adapt it to above-surface interaction. An event dispatcher
continuously scores every widget-hand pair (scoreih) based
on pre-touch information. Widgets can have multiple scoring
criteria (j), such as position or hand posture, that are all scaled
to a uniform range (0-1). Not all scoring criteria is equally
relevant to a widget, which results in different scoring weights.
As a preliminary method, we calculate the overall score of a
widget by taking the weighted geometric mean of individual
scores and assign the highest scoring widget to a hand (h):

scoreih = (∏n
j=0 score jh

weight j)
1/∑n

j=1
weight j
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The information of the assigned widget is communicated back
to the user through visual feedback. The visual feedback
differs based on the above-surface sensing and gaze conditions
(Figure 3). Minimal refers to the visual representation in
which a widget is unassigned and is minimally represented
on the interface, to signify its location and current state. In
hover condition, a hand or a finger is assigned to a widget at
the same time as the user’s gaze is directed to the widget. In
this state the visual representation of the widget corresponds
to the motor space. Finally, in the warp condition, a widget
is assigned to a hand or finger, but the user’s gaze is directed
elsewhere. In this case, while the motor space remains the
same, the visual feedback is warped to where the user’s gaze
is directed.

Figure 3. Three different visual states of a widget. Left: Minimal vi-
sual feedback in the absence of an assigned hand. Middle: Hover visual
feedback when the widget is assigned and user gaze is directed on the
widget. Right: Warped visual feedback at the gaze location when hands
are above but gaze is directed elsewhere.

We made two design decisions to maintain robust interaction
during continuous scoring and visual feedback. First, if a
widget is already assigned to a hand or finger, it is scored
slightly higher. This eliminates jittery alternations between
two widgets in borderline situations. Second, when a hand
or finger that is assigned to a widget touches the screen, it
remains assigned to that widget until the touch is released
regardless of its score.

Above and On-surface Input
Cognitive studies of motor control, distinguish between prox-
imal (i.e. getting the hand near the target) and distal (i.e.
shaping the hand in anticipation of the action) components of
manual action [15]. In HCI, they correspond to the positional
and gestural components of the user input. Figure 4 shows
their breakdown into above- and on-surface modalities.

It is important to understand that the positional and gestural
components are dissimilarly affected by low visual monitor-
ing. Hand posture and relative finger positions are known to
the user through proprioception, whereas positional accuracy
requires the user to monitor where the hand or finger is located
relative to the target. For input handling, the main design
principle that guides the interaction techniques is replacing
or complementing the positional component of input with the
gestural component when possible.

Widget assignment based on hand posture
The interactive affordances of various touch actions favor cer-
tain above-surface hand postures, which we use for scoring
widgets. For example, a widget that requires a pinch ges-
ture can be scored higher for hand postures that feature the
thumb and index as the only extended fingers. As we use

Figure 4. Breakdown of above and on-surface modalities into positional
and gestural components.

above-surface sensing as a pre-touch modality, different finger
configurations form the basis of various hand postures that
we have defined (Figure 5). We use the data provided by a
skeletal tracking software (Leap Motion) to calculate how bent
each finger is and identify the best fitting hand posture (none
if there is no fitting posture). The identification is done by
assessing each finger for the designated range of the candidate
posture.

Figure 5. The system tries to match a predefined hand posture using
skeletal tracking (above). The warped visual feedback shows a simplified
representation of the hand (below).

An interface region can be populated with multiple widgets
that favor different hand postures. In these situations, we
use hand-posture information in addition to the positional
component (i.e. proximity of the widget to the projected hand
position) to score widgets (Figure 6). However, the same
mechanism can also be applied to purely gestural interactions,
in order to score widgets based on the gestural component
alone.

Figure 6. Hand posture can be used to discriminate between widgets in
addition to the projected position of the hand or finger. Here, hand pos-
ture information is used to select between two widgets that are operated
differently.

Finger-mapped touch actions
Another example of replacing positional component with the
gestural component is finger-mapped touch actions. This inter-
action technique is accomplished in two steps. Once a widget
is assigned to a hand, the system visually notifies the user
by showing available command options that are mapped to
individual fingers. At this stage, what determines action is the
specific digit (e.g. thumb or index finger) that performs the
touch action rather than the touch position (Figure 7).

This technique is related to previous efforts to design touch-
screen interactions with the particular physical qualities of the
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human hand in mind, such as number of fingers [4, 9, 30].
For example, HandMark menus [30] provide access to menu
elements upon resting the hand on the screen. The selection
is then accomplished by tapping on the relevant item with the
other hand. We use the above-surface modality to eliminate
the need of confirmation by a second hand. Instead, avail-
able options are shown before the actual touch and are then
confirmed through touch. More than a single command can
be mapped to a digit. In this case, additional commands are
accessed by dragging the finger to the additional commands
before releasing it.

Figure 7. Various commands are associated with individual fingers when
a hand is assigned to a widget. Available commands that correspond to
fingers are visualized prior to the touch. Multiple commands that are
mapped to the same finger can be accessed by dragging the finger (right).

Eye Tracking
We use eye tracking not only for determining the position of
the visual feedback, but also for input handling. Eye track-
ing data is noisy and eye behavior is unstable, so we rely
on fixation points as operational gaze points. The fixations
are calculated with the commonly used dispersion-threshold
identification algorithm, I-DT (implementation in [21]), with
the minimum time window set to 90 milliseconds and the
dispersion threshold set to 1◦.

Determining the weight of the position score
We use gaze point information for scoring the widgets. When
scoring widgets, positional and gestural components can rein-
force each other, for example, when a thumb and index finger
hand posture is in the proximity of a virtual knob. However,
the two components can also contradict each other if the same
hand posture is in the proximity of an interactive widget that
is operated by tapping.

Figure 8. The weight of positional component is manipulated based on
the degree the action is visually monitored. The relative weight of the
gestural component (hand posture) increases when the user gaze is di-
rected elsewhere.

In these cases, we employ eye tracking to determine the weight
of the positional component for calculating the score (Figure
8). The weight is continuously re-evaluated based on the
distance between the eye fixation and the projected position
of the hand on the screen. The weight of the position is higher
when the user’s gaze is located near the widget and lower
when it is further away.

Gaze as pointer interactions
The design space can also be extended to situations, in which
gaze is used as a pointer for selection in combination with
touch input (gaze + touch interactions). For example, a ma-
nipulation action on an object can be performed at a single
step by keeping the gaze on the object and determining the
action by touching on a widget. In other words, rather than fol-
lowing a sequential order for selection and manipulation, gaze
and manual input are used concurrently. What distinguishes
this technique from earlier work that combines indirect touch
and gaze [18, 19] is the use of touch as a direct input and
concurrent pointing by touch and gaze.

Figure 9. Gaze coordinates can be coupled with manual input to perform
gaze + touch interactions. In the figure the hand is over a widget and the
finger-mapped direct touch is used to modify the shape of an object.

Visual Feedback
Unlike hovering with a cursor, touch input lacks a pre-
command notification stage. Above-surface sensing has been
proposed as a modality for providing informative visual feed-
back prior to the actual touch [8, 17]. Input with low visual
monitoring can benefit from the timely communication of the
system’s interpretation of the user input (assigned widget) back
to the user. Above-surface interaction and eye tracking call for
a reconsideration of design choices regarding the timing and
positioning of the visual feedback.

Timing
While above-surface sensing enables pre-touch visual feed-
back, feedback that occurs earlier than expected can be intru-
sive. Similarly, appropriate withdrawal of the visual feedback
is necessary when it is not needed. To prevent earlier-than-
expected feedback, we use proximity to the surface (z) and
hand velocity variables. Visual feedback is shown only when
the hand is in the proximity of the screen (z) and the projected
hand velocity (on x-y plane) is low.

We additionally rely on widget interaction events to correctly
time the visibility of the feedback. As a principle, the system
changes the visibility for continuous events gradually and for
discrete events instantly (Figure 10). Assignment of a widget
to a hand, or a touch-down action on a widget maximizes
the visibility of the widget. The feedback starts fading out in
case of inaction. Conversely, above-threshold hand movement
causes the warped feedback to gradually gain visibility. The
warped feedback is fully visible as long as the widget is being
touched by a finger, whereas releasing all the fingers from
a widget causes a sudden drop in visibility, followed by a
gradual fade out. The visibility can be mapped to different
visual channels such as opacity or size.
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Figure 10. The relative visibility of a widget in relation to the interaction
events. The visibility gradually decreases during episodes of inaction.

Position
We use eye fixation coordinates to determine the position of the
warped visual feedback. However, eye fixations shift rapidly,
and constant warping of the visual feedback can be intrusive.
Thus, we update the position of the warped visual feedback
upon interaction events (such as when a widget is assigned),
upon touch actions and above-threshold mid-air movement.
Also, we update the position of the feedback only when the
distance between the current position of the visual feedback
and the most recent fixation is above a certain threshold (≈10◦
of visual angle from eyes).

Summary
We described how gestural component can partially replace
position during widget assignment and action confirmation.
We also described how eye tracking can be used both for input
handling and visual feedback. The next section describes
example applications that demonstrate various combinations
of the aforementioned techniques.

APPLICATION EXAMPLES

Apparatus
The applications were prototyped for a 10 finger multitouch
screen (27”, 2,560 × 1,440 pixels) that was tilted 30◦ to enable
easier hand reach for touch input. For above-surface sensing,
a commercial short range infrared sensor for skeletal hand
tracking (Leap motion) was used. We mapped the coordinate
system of above-surface depth sensing to screen coordinates
using a 4 point calibration procedure. The eye tracking was
performed by Pupil Labs binocular tracking glasses running
at 60Hz. The applications consistently ran at 60fps, with the
latest gaze data point synchronized at every frame.

Object Drawing and Manipulation
We prototyped an application that enables parametric manipu-
lation of a group of objects or adding new objects on a canvas.
Objects have multiple parameters, namely shape, fill color, bor-
der color, size and orientation. The application demonstrates
how these parameters can be modified without redirecting
the gaze between the toolbar and canvas areas through above-
surface sensing and warped visual feedback. Besides allowing
continuous fixation on the canvas, warped feedback allows
for the juxtaposition of a widget with a specific region on the
canvas. For example, warped feedback of the color selection
tool on the canvas can facilitate easier visual comparison of the
selected color with the already existing colors on the canvas.
The application features the following widgets:

1) The shape selector allows switching between different geo-
metric forms. Basic shapes such as triangle, square, pentagon

Figure 11. The hardware setup consisting of a touch screen, depth sen-
sor (Leap Motion, attached to the upper screen edge) and eye tracking
glasses.

Figure 12. Drawing application featuring the shape selector (1), the color
selector (2), the physical modifier (3) and the canvas (4). Warped feed-
back visuals of the widgets 1,2 & 3 are annotated.

and circle are selected through tap actions with different fin-
gers. Additionally a larger set of polygons can be accessed
by dragging the index finger on the surface. Given that all the
fingers can be used for interaction, the widget is scored higher
when all the fingers of the hand are extended.

2) The color selector selects or modifies object colors by drag-
ging a finger on a two-dimensional color space. Index and
middle fingers are mapped to fill and stroke colors, respec-
tively. The widget is scored higher for hand postures that
feature all or the first three (thumb, index, middle) fingers
extended and when the hand is in the proximity.

3) The physical modifier manipulates the size and orientation
of a group of objects through pinch and two-finger (thumb
+ index) rotation. Besides positional proximity, the widget
is scored higher for hand postures that only feature extended
thumb and index fingers.

4) The canvas allows users to add new objects to the scene.
When the user’s hand is hovering over the canvas, the system
displays the shape that will be drawn upon touch. The canvas
is scored based on the projected position and orientation of
the hand. The widget is scored higher if the thumb is located
to the left of the palm center. This allows for discrimination
between other widgets on the toolbar in borderline conditions.
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Real-time Video Manipulation
We prototyped a simplified VJ (video jockeying) tool that en-
ables the user to apply a variety of visual filters to a video
loop. Real-time video editing offers a relevant challenge, as
the main feedback for most inputs results in real-time visual
changes to the video picture away from the input location. In
that case, being able to display essential interaction informa-
tion at the gaze location allows users to keep their attention
on the target when it is most critical. The different widgets
either appear as soon as the user’s hand is detected, or incon-
spicuously suggested on the sides of the display as perceived
affordances. The application features the following widgets:

Figure 13. Vj application featuring loop control (1), the filter selector
(2), the filter modifier (3) and the color modifier (4). Warped feedback
visuals of the widgets 1,3 & 4 are annotated.

1) Loop control is a global widget that can be accessed from
anywhere on the screen, as its score is solely based on hand
posture. A pinch posture assigns the widget to the hand. Visual
feedback of the playback information is shown near the gaze
fixation. The loop ranges are then selected by dragging the
index finger or the thumb.

2) The filter selector is scored based on the position infor-
mation and appears when the user extends her hand towards
the middle of the screen. The video picture then gets divided
into multiple horizontal areas, each displaying a preview of
available visual filters. The selection is then accomplished by
touch.

3) The filter modifier and the color modifier (4) are located on
the right and left sides of the screen and are scored based on
position. The parameters are mapped to one specific finger
each – i.e. index for parameter 1, middle for parameter 2,
ring for parameter 3, and pinkie when a fourth parameter is
needed. Approaching the widget with the hand will show gaze-
adaptive feedback for the parameters, as vertical gauges, with
cursors indicating the current value between the maximum
and minimum allowed for each gauge. The locations of color
and filter modifiers allow concurrent bimanual modification
of both widgets.

STUDY: WARPED FEEDBACK AND DIVIDED ATTENTION
We set out to test the viability of warped visual feedback for
situations in which attention needs to be divided between mul-
tiple interface regions. Previous work identifies two interaction
stages, namely acquiring and manipulating a control device
[11, 28]. Thus, we prepared a two-part experiment that in-
volves acquiring a target on a touch surface and manipulating
a widget through on-surface interaction. We were interested

in seeing how the task completion times in these two stages
vary for the conditions of:

1. Warped visual feedback condition, which facilitates contin-
uous gaze fixation near the stimulus position using a smaller
representation of hand (scaled down by a factor of 0.35 to
be visible and less intrusive).

2. Baseline condition, which provides no specific support to
facilitate continuous fixation.

Apparatus
The same hardware setup described earlier has been used,
with a 27”, tilted touchscreen (set to 1920 × 1080) for input.
Additionally, The experimental setup involved a second, verti-
cally positioned monitor of the same size placed on the upper
edge of the first monitor (Figure 14). The combination of a
horizontal input surface with a vertical monitor have been in-
vestigated before [5, 31, 32], and has the advantage of showing
visual feedback at the eye level while providing arm support
on the horizontal surface. In the experiments, the two monitor
setup was used to display the target stimuli either in one of the
following locations:

1. Near the left edge of the same tilted screen on which the
input is performed (same screen condition). This resulted
in a visual angle of around 50◦ degrees between the input
and stimuli positions depending on the distance of eyes to
the screen.

2. Near the upper-left corner of the vertical screen. This re-
sulted in a visual angle of around 70◦ degrees between the
input and stimuli positions.

The main motivation for using two screens was to compare the
effect of different distances between target stimuli and input
area expressed in visual angles. Different distances between
the target stimuli and input area corresponds to different costs
for redirecting the gaze, which can be be generalized to other
display setups.

The experimental setup also controlled the warped feedback
location by always displaying the warped feedback near the
stimulus. This was implemented to prevent users from shifting
their gaze to the input area (for warped feedback condition).
However, eye tracking data was collected from participants
for later analysis.

Figure 14. The front and right views of the experimental setup. The
screens were positioned approximately 60 and 65 cms away from the
eye.
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Participants
Twelve participants (2 female), aged 20 to 33 (m=26.1, sd=3.4)
were recruited for the study. Of the participants, eleven were
right handed and all reported extensive familiarity with touch
devices. The participants have been compensated with one
cinema ticket and their informed consent has been collected
for data logging.

Procedure
We performed a within-subject study of two interaction con-
ditions (warped feedback and baseline) and two stimulus lo-
cation (same or vertical screen) conditions. The order of the
interaction and stimulus conditions alternated between par-
ticipants using a Latin square design to counterbalance the
potential effects of learning and fatigue. The participants were
seated in front of the setup, with the input and vertical screens
positioned approximately 60 and 65 cms away from the eye.
The participants performed the acquisition and manipulation
experiments in sequence. The participants had a chance to rest
between experiments. The sessions lasted 40 to 50 minutes.

Analysis
The initial trials of each condition (1 block for acquisition
tasks, 2 blocks for manipulation) were excluded from the anal-
ysis. The metric for evaluation is the task completion time,
which we report as grand mean and the grand median, the latter
being more robust to outliers. The baseline and warp condi-
tions have been compared using Welch’s t-test and normalized
time completion values based on subtracting the means of each
participant from the data divided by standard deviation. Error
percentages represent the ratio of the erroneous touch releases
to all touch releases.

Experiment 1: Widget Acquisition
With this task, we aimed to compare the combination of
warped feedback and finger-mapped input versus regular di-
rect touch actions. The experimental interface (Figure 15)
consisted of 3 vertically arranged widgets (each with 4 targets
“1,2,3,4”, “A,B,C,D” and “+,-,*,/” from left to right).

Each widget covered a 400*120 pixel area of the screen. In the
baseline condition this area was vertically divided into 4 pixel
buttons that are each 100*120 pixels and selected through po-
sitional input. In contrast, for the warped feedback condition,
the participants acquired a widget when their middle finger
hovered within the 400*120 pixel area and selected any of the
4 targets respectively through thumb, index, middle and ring
fingers rather than touch position. Thus, the spatial footprints
of the widgets were the same for both input conditions, but the
interaction differed regarding the selection of 4 targets within
the widget (positional or finger-mapped) and the position of
feedback (no warped feedback and warped feedback).

Each experimental block involved alternating between three
widgets in randomized order and acquiring targets in the same
widget in randomized order, which resulted in 12 trials (3
widgets × 4 targets). With this procedure, we aimed to ob-
serve the performance of acquisition task between-widgets
(the first acquisition task after the widget is alternated) and for
acquisition within-widgets.

We anticipated time savings by eliminating attention switches
under warp condition. However, we also anticipated a decrease
in motor performance in warped feedback condition due to
lack of visual monitoring. Previous work reports a decrease
in accuracy when the hand movement is not visually guided
[26, 35]. More specifically, Schmidt et al. report decrease in
performance for large amplitude bimanual tasks when visual
feedback is separated from the motor space [23]. However,
the cumulative effect of redirecting the gaze and motor per-
formance has not been studied. Even we target relaxing the
need for positional accuracy, we were interested in seeing the
viability of positional input through warped visual feedback,
which corresponds to between-widget acquisition tasks.

Each trial was completed upon a touch release on the correct
target. The combination of 2 input methods × 2 stimuli posi-
tions × 10 blocks (excluding the training block) × 12 targets
resulted in 480 trials per participant. Before the experiment
the participants practiced the finger-mapped input condition
with 60 trials.

Figure 15. In the baseline condition (left) the target was acquired
through touch position, while in the warped feedback condition (right) it
was acquired through finger mapped input after the widget is assigned.
Details are magnified. The stimuli character height was 9.3mm.

Results
Early in the analysis, we noticed time completion differences
for between within-widget and between-widget tasks and an-
alyzed them separately. For within-widget tasks, the mean
completion times for warped feedback and baseline conditions
were similar in both stimuli conditions (Table 1). A t-test com-
parison using within-subject normalized completion times did
not show any significant effect for the same screen (r = .03, p =
.23) and vertical screen (r = .03, p = .17) conditions. The error
rates were higher for the warped feedback condition (Table
1). In few instances participants reported system failures for
identifying the wrong finger, which might have affected the
error rate for warped feedback condition.

However, the results were significantly different for between-
widget acquisition tasks (Table 1). On average, participants
spent significantly more time on the warp condition than on
the baseline condition for both the same screen (r = .42, p <
.001) and vertical screen conditions (r = .54, p < .001). This
was accompanied by a much greater error rate for warped feed-
back condition (Table 1). Participant interviews suggested a
few possible explanations for the difference in performance be-
tween the two input conditions. One is the mismatch between
the distance traveled by the hand and its scaled down visual
representation in warped visual feedback. During between-
interaction tasks, we informally observed that in the baseline
condition participants performed high-speed ballistic move-
ments towards the touch target, while in the baseline condition,
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Acquisition task (within-widget)
Screen Technique Median(ms) Mean(ms) Error

Same
Warped 902.75 1031.54 6.41%
Baseline 961.75 1068.36 2.43%

Vert.
Warped 885.50 1055.00 8.16%
Baseline 986.25 1021.88 3.31%

Acquisition task (between-widget)
Screen Technique Median(ms) Mean(ms) Error

Same
Warped 2094.00 2305.19 11.33%
Baseline 1164.50 1406.79 1.09%

Vert.
Warped 2258.75 2342.36 9.09%
Baseline 1207.5 1415.19 2.17%

Table 1. The grand median and grand mean completion times and over-
all error rates for two interaction and two stimuli conditions for the ac-
quisition tasks. Emphasis (in bold) represents better performance.

they moved their hand parallel to the screen, keeping a tense
hand posture. Participants also reported shoulder fatigue for
warped feedback condition, which may have been caused by
parallel arm movements.

Figure 16. Distribution of acquisition task completion times (50ms bins)
across all participants for two interaction and two stimuli conditions.
The shades and tints respectively indicate between-widget and within-
widget acquisitions tasks.

Experiment 2: Widget Manipulation
The manipulation task required participants to match the value
of an interactive slider to that of the stimulus. To isolate ma-
nipulation from acquisition, the interactive slider was always
assigned to the participant’s hand. Each trial required the
participants to manipulate the slider by dragging the index
finger on the touchscreen. If the touch was released when
the value of the slider matches with that of the stimulus, the
task was counted as complete. The slider consisted of 5 steps
(the targets being the numerals “1,2,3,4,5”), and 15 pixels of
movement resulted in 1 step. Unlike the acquisition task, the
only difference between the baseline and warped feedback
conditions was the location of the visual feedback. In the
warped feedback condition the feedback was displayed near
the stimulus, whereas in the baseline condition it was dis-
played near the widget. We expected that eliminating visual
attention switches in gaze-adaptive condition would result in
shorter task completion times. The combination of 2 input
methods × 2 stimuli positions × 20 blocks (excluding training

blocks) × 5 targets (shown in random order) resulted in 400
trials per participant.

Figure 17. In the baseline condition (left) the visual feedback of the ma-
nipulated slider was shown at the widget location, while in the warped
feedback condition (right) it was shown near the target. Details are mag-
nified. The stimuli character height was 9.3mm.

Results
For both stimuli conditions participants spent more time on
the baseline condition than on the warped feedback condition
(Table 2). A t-test comparison of the same and vertical screen
conditions using normalized data yielded a larger effect size
for the vertical screen condition (r = .19, p < .001) than for the
same screen condition (r = .10, p < .001), in line with the ex-
pectation that the higher cost of redirecting the gaze in vertical
screen condition will result in more pronounced benefits when
using warped feedback. The error rates were lower for the
warped feedback condition in both screen conditions (Table
2).

Manipulation Task

Screen Technique Median(ms) Mean(ms) Error

Same
Warped 1387.25 1576.30 4.07%
Baseline 1530.25 1746.89 6.46%

Vert.
Warped 1364.00 1509.06 3.69%
Baseline 1616.50 1770.58 6.54%

Table 2. The grand median and grand mean completion times and over-
all error rates for two interaction and two stimuli conditions for the ma-
nipulation task. Emphasis (in bold) represents better performance.

Figure 18. Distribution of manipulation task completion times (50ms
bins) across all participants for two interaction and two stimuli condi-
tions.

DISCUSSION
We combined above and on-surface modalities with eye track-
ing to decrease the need for positional accuracy for input
on touchscreens. This is enabled by discriminating between
potential user commands through the gestural component of
input and visual feedback the near gaze point location. The
controlled study evaluated a subset of the interaction tech-
niques but gave us valuable insights about the viable scope of
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warped visual feedback. Here, we would like to discuss the
strengths and weaknesses of the interaction techniques based
on the outcome of the user study.

Midair Motion Amplitude
The performances of the warped feedback and baseline con-
ditions were visibly different based on whether the task was
manipulation, within-widget acquisition or between-widget
acquisition. The performance of the warped visual feedback
condition was higher for manipulation tasks that required no
midair motion. The performance between warped feedback
and baseline conditions were comparable for within-widget
acquisition. However, the performance of warped visual feed-
back was significantly worse for between-widget acquisition
tasks, in which participants had to acquire the widget through
midair motion. Based on these results, we arrive at the follow-
ing conclusions:

• The warped feedback was successful in decreasing the cost
of redirecting the gaze, resulting in the improvement of task
completion time for manipulation tasks.

• However, the warped feedback did not facilitate midair hand
motion as effectively as direct visual monitoring, which re-
sulted in a decrease in performance for between-widget ac-
quisition tasks. Our results confirm earlier work by Schmidt
et al. who reports lower performance and similar observa-
tions such as tense hand posture and parallel-to-screen hand
movements when touch is performed without direct visual
monitoring [23].

These conclusions also suggest that the interaction techniques
described are strong in cases where the required midair motion
is minimal and the task requires visual attention at a distant
interface region. On the other hand, the conclusions suggest
a weakness for inputs that require large amplitudes of midair
motion. These have the following implications. First, in its
current state, we see the role of warped feedback as comple-
mentary to conventional touch input. In these cases, the in-
terface should allow for effortless transitions between warped
feedback and conventional input modes by, for example, al-
lowing acquisition of the widget through visual monitoring,
but then transitioning to warped feedback for manipulation or
within-widget acquisition. Second, for the interaction tech-
niques presented, we see the main advantage of large touch
surfaces in accommodating both of the user’s hands to al-
low finger-mapped and bimanual concurrent input instead of
expansive widget configurations.

Warped Feedback and Visual Search
Our primary reason for implementing warped feedback was
decreasing the redirection of gaze and juxtaposing two dif-
ferent regions. Warping a color palette to a canvas area is a
good example of this, as it enables comparison of the selected
color with a region on the canvas. However, there can be cases
in which it is more beneficial to see multiple input widgets
rather than warping the interface widget. Visual search of
a command in the toolbar area is a good example of such a
use case in which the user needs to see widgets side by side.
To support these use cases, the minimal representation of the
widgets should facilitate visual search and interface learning.

Spatial and Motor Memory
Replacing positional accuracy with the gestural component
(e.g. hand posture, or finger-mapped touch actions) also sug-
gests an increased reliance on motor rather than spatial mem-
ory during interface learning. Although spatial and motor
memories can be related (e.g. finger-mapped touch actions
also correspond to different positions) the extent to which they
are related is an open question in the research community [22].
Thus, the effects of spatial and motor memory for proficient
use should be further investigated. Another important consid-
eration is the number of interface position, hand posture and
finger combinations that are both discernible and memorable.

Gesture Input
The interaction techniques we presented rely on both posi-
tional (proximity of hand to the widget) and gestural infor-
mation (hand posture and digit). However, we see potential
application cases for pure gestural interactions. Above-surface
sensing can be used to anticipate the action in advance and pro-
vide visual confirmation at the gaze location to inform the user
of the possible action a touch event can lead to, thereby ad-
dressing the problem of learning and memorization in gesture-
based interfaces.

CONCLUSIONS
The limited nature of our visual attention stands in contrast
to the concurrent action possibilities afforded by bimanual
action. These concurrent action and sensing possibilities have
been our motivation for supporting interactions that are dis-
tributed around multiple interface regions. We presented the
design considerations for combining eye tracking with above-
and on-surface modalities, in order to decrease reliance on
positional accuracy during interaction. The system determined
potential user actions midair, but deferred their confirmation to
on-surface touch, accompanied by gaze-adaptive visual feed-
back between these two steps. The preliminary results from
the controlled study suggest that warped visual feedback can
complement conventional direct touch for manipulation tasks
and acquisition tasks that require minimal midair motion, al-
though future work can target improvements for increasing the
viable scope. Besides immediate design implications, we iden-
tify these three modalities as a promising area for investigation,
as their combination provides a fine-grained understanding of
hand-eye coordination.
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During collaboration, individual users’ capacity to maintain awareness, avoid duplicate work and prevent conflicts depends
on the extent to which they are able to monitor the workspace. Existing access control models disregard this contextual
information by managing access strictly based on who performs the action. As an alternative approach, we propose managing
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1 INTRODUCTION

Concurrent input of multiple users on shared workspaces comes with the benefit of task parallelization, but also
introduces the challenge of maintaining coordination between multiple users, in particular, ensuring that the
work done by individual users is relevant to the joint activity and that individual users’ actions do not interrupt
others. The need for coordination led to research on “awareness”, which emerged both as a conceptual tool to
understand how multiple users coordinate their activities and as a design goal for groupware design [47]. A
design implication of awareness is making the actions and the state of individual users publicly available [17, 23].

At the same time, awareness depends on the active monitoring of actions by individual users as much as it depends
on their public availability [47]. Because human attention is limited, the public availability of information does
not guarantee individual users’ awareness of others’ actions. The disparity between what is visible and what
is monitored can be significant during episodes of attentional disconnect [21], or when the joint activity is
conducted on larger workspaces, where users visually attend to different regions of the workspace at a given time
[8, 32]. This has potential implications for design. Rather than assuming users’ awareness of public information,
the system can track users’ locus of visual attention and adapt the interaction accordingly.
In this paper, we investigate adapting the access rights based on how multiple users visually attend to the

interface and each other’s actions on a shared display. During collaboration, users can switch between working
on different tasks in parallel to working in tight coordination on the same screen region [29, 32, 53], leading to
different visual attention configurations. In return, actions can require varying degrees of oversight or consensus
based on their scope or reversibility. These demands have traditionally been satisfied by access control models
that are based on who performs the action (such as when editing or viewing rights are restricted to particular
users). In contrast, we investigate how traditional access control models can opportunistically be relaxed if users
are visually attending to each other’s actions. Consider a document that can only be edited by the document
owner under traditional access control. Access rights for the document can be relaxed to enable editing by other
users if the owner of the object is paying visual attention as visual monitoring increases owner’s capacity to
intervene and keep track of the changes. Similarly, certain commands that cause global changes in the workspace
can be restricted to input with joint attention to prevent interruptions to other users.

Fig. 1. An example of visual attention-based access: Actions can be configured to require the joint attention of multiple users.

In the rest of the paper, we motivate visual attention-based access by reviewing previous work on shared
workspaces and discuss how our work relates to the long-acknowledged ([17, 22]) trade-off between awareness
and individual power in groupware design. Then, we present a framework for visual attention-based access and
introduce 4 different access types based on their availability in solitary and joint attention situations. Universal
actions are available under any attention situation, consensual actions require the joint attention of all the relevant
users, supervised actions become available to other users during joint attention (under the supervision of a
particular user such as owner/supervisor) and private actions become unavailable during joint attention. We
conducted an exploratory study with 20 participants in pairs, where participants were instructed to assign these
access types to various actions (such as editing, moving, deleting) in 3 different task scenarios on a large vertical
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display that tracked their head orientation. The data from the study showed salient differences between user
preferences based on the type and scope of an action, as well as distinct reasons for assigning the same access type.
We draw on these findings to generate a list of design implications for future work. Overall, our contributions
include the novel concept of visual attention-based access, an initial framework for visual attention-based access
and empirical findings and design implications derived from the user study.

2 BACKGROUND

2.1 Visual Attention and Coordination on Shared Workspaces

To facilitate coordination, researchers often contrast two, sometimes competing approaches, namely allowing
users to coordinate their actions through dynamic self-organization or structuring the interaction through access
control, or “role-restriction”, mechanisms [17, 41]. Here, we outline these two approaches and discuss how they
relate to visual attention.
As a design approach, self-organization aims to increase users’ own ability to avoid conflicts and keep their

actions relevant. Because users’ capacity to self-organize depends on their knowledge about other users’ actions
and intentions, maintaining workspace awareness has been identified as an important goal [17, 22]. Most systems
rely on “passive awareness” mechanisms [17] that automatically make actions available to other users. On the
other hand, users’ awareness of publicly available information depends on their ability to monitor the workspace,
which is ultimately influenced by various design decisions. Here, designers of groupware systems are often
confronted with a trade-off between individual power and group awareness: The more flexibility and power
individual users have the less aware they are of each other’s actions [17, 22]. For example, the ability of individual
users to view different parts of the workspace at the same time (as in relaxed WYSIWIS [what you see is what
I see] interfaces) provides flexibility, but potentially decreases their awareness of others’ actions as they can
visually attend to different parts of the workspace. This led to various design interventions to work around the
trade-off and facilitate awareness while maintaining individual power [22]. Some of these interventions address
the challenge of divergent visual attention by indicating the visual attention of other users. For example, the
system can provide visual feedback about other users’ field of view through view windows [7] or multi-user
scroll bars [24]. These representations act as a rough estimate of other users’ visual attention, but more recent
work has employed eye tracking to make collaborators’ gaze points available to each other for remote [11, 13, 14]
and collocated (on a large shared display) collaboration [59]. Overall, these examples address the challenge of
divergent visual attention by facilitating awareness about other users’ attention, but do not alter the way user
actions are handled by the system.

Another design approach for coordination has been access control. Access control for groupware determines
the conditions under which computational resources become available. A well-known example of access control is
edit/view permissions for specific users or roles in online collaboration tools (e.g., [1, 2]). Such “access-matrix” or
“role-based” models, however, are not the only means for managing access (for a review, see [54]). For ubiquitous
computing applications, role-based models have been extended to take various contextual information (such
as the time of day or the location) into account, resulting in context-aware access models [12, 34]. Overall, an
important motivation for utilizing access control has been addressing security concerns during collaboration
[54], but as Dourish and Bellotti argue, access control also contributes to a heightened workspace awareness due
to decreased uncertainty about other users’ actions [17].
To summarize, while both design approaches foster awareness, they put different demands on users’ visual

attention. Relying on self organization, especially in the absence of established social protocols, introduces
uncertainty and requires situational awareness, which for many interfaces relies on visual monitoring. In contrast,
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awareness through access control can be achieved without users having to monitor each other’s actions, since role-
restriction rules out the possibility of another user performing unwanted actions or viewing private information.
On the other hand, the certainty provided by access control comes at the expense of individual power.
With visual attention-based access we aim to work around the trade-off between awareness and power by

relying on self-organization when users visually attend to an action and restricting access when they do not.
In doing so, we address what we identify as a gap in research: While previous work acknowledged the role of
access-control in fostering awareness [17], how traditional access control models can opportunistically be relaxed if
users are visually attending to each other’s actions has not been explored. Our approach is similar to context-aware
access models [12], but instead of location, presence or time, which has been the focus of earlier work on
ubiquitous environments, we focus on visual attention due to its significance for awareness.

2.2 Coordination on Single Displays

Single display groupware reflects the trade-off between awareness and power described above, but also comes
with particular considerations for coordination. Single display applications are technically WYSIWIS, since the
interface state is uniform across users. The uniformity of the interface and the visibility of off-screen actions
provide a common reference for users [22, 27, 53]. Thus, awareness on single displays has been treated as less
problematic when compared to remote collaboration on shared workspaces [22]. However, what is actually seen
by different users at a given time can diverge significantly due to the larger display size and users working in a
“loosely coupled” manner (i.e., independently on different interface regions without coordinating their actions
[29, 32, 53]). Coupling has been observed through different metrics such as task focus [29], spatial arrangement
around the display [53] and, most relevant for our study, visual attention area as measured by head orientation
tracking [32]. A general observation from these studies is the ease with which users fluidly switch between loosely
coupled individual work to tightly coupled joint work [29, 32, 53]. As with remote collaboration, different levels
of coupling on single displays come with various trade-offs. While loose coupling can facilitate fast, concurrent
work, it can also result in duplicate efforts due to lack of awareness [29] or decreased concern for building
consensus [8]. In a competitive use scenario, Birnholz et al. observe that concurrent input by multiple users on a
single display enabled fast task execution but also resulted in users acting more in their own interests (when
compared to single input) [8]. They explain this through the decreased likelihood of users to scrutinize others’
actions due to their preoccupation with their own input that has led to decreased awareness. Along the same
lines, Mayer et al., observe that competitive tasks result in an increased effort by participants to monitor the
whole display space [39]. The studies discussed so far focus on semi-public settings in a confined space within
a small group, but similar considerations have informed the design of public displays in urban environments
[19, 42, 44]. For example, Fischer and Hornecker regard public visibility of actions as one of the reasons that
people refrain from posting inappropriate content when interacting with urban media facades, but otherwise do
not report to what degree appropriate behavior relies on the presence, and thus the monitoring, of other people
[19].
Lack of customization for individual users is an additional source of conflict for single display interactions.

Previous work has documented instances when navigation and object manipulation actions performed by one
user interrupted another or when users competed for interaction area on public or semi-public displays [30, 44].
Users can to a certain extent avoid conflicts by assigning territories, employing turn-taking procedures or other
social protocols [19, 44, 48, 55]. Importantly, successful self-organization such as turn-taking assumes users’
awareness of contextual factors (e.g., who else is interacting with display or whether someone else is waiting in
the line [19, 44]). Even so, conflicts can still occur when users knowingly interrupt others [44].

Another line of research has taken a more structured approach to conflict avoidance on single displays. This led
to work on interaction mechanisms for conflict resolution [41] and providing access control in a way that is similar
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to access-matrix models in remote groupware but without having to rely on device-based login information. Thus,
previous work utilized hand gestures [58], touch capacitance [15, 40], fingerprint patterns [26] and proximity to
an interactive surface [4, 33, 56] to identify users and manage access. For example, manipulation of objects can be
restricted to touch actions by authorized users [26] or global changes can be programmed to require the parallel
input of all the users in the form of “cooperative gestures” [40]. Some previous work also utilize user input as a
proxy for visual attention to control view access permissions. For example, personal information can be shown
only when users gets close enough to the screen so that their body acts as a visual obstacle against information
voyeurism [56]. Additionally, various view-dependent projection [38], shutter glass [3, 36, 51] and proximity
aware [16] techniques have been developed to build multi-view tabletops that provide personalized views for
individual users on the same display. However, while various access mechanisms have been devised to determine
what items are editable or viewable by different users, managing access based on who visually attends to an
action or an object at a given time has not been explored. The closest work is the cooperative game GazeArchers
[45], which requires both users to look at moving targets when shooting. In this case, visual attention input is
used to add additional challenge, rather than to address awareness and conflict issues.

3 VISUAL ATTENTION-BASED ACCESS

Visual attention-based access determines what actions are available based on who visually attends the action. In
this section, we distinguish between solitary and joint attention situations during synchronous collaboration and
describe 4 different access types that are generated from their combination.

3.1 Visual Attention Situations

In contrast to previous observational studies that categorized attention patterns at the workspace level (how
different users visually attend to different areas and to each other) [29, 32, 53], our basic unit is a single visual
target; we are interested in how a specific visual target or action is visually attended to at a given time. This leads
to a basic distinction between solitary and joint attention situations (Figure 2).
Solitary attention refers to situations in which an item or action is visually attended to by a single user, while

other users are away or attending to another area of the workspace. In some cases, the attending user can be the
owner of the object, which requires special consideration for access management.
Joint attention refers to situations in which an item or an action is visually attended to by all the relevant

users.

Fig. 2. Examples of solitary and joint attention situations on a visual target at a given time.

3.2 Visual Attention-based Access Types

Actions can be assigned 4 different access types based on their availability in solitary and joint attention situations:
Universal actions can be accomplished under both attention situations. This access type can also be defined

as lack of any role restriction. Potential use cases are actions that are not very critical, that can be easily reversed
without serious consequences or when users’ self-organization alone is sufficient for coordination.

Consensual actions require joint attention to be accomplished. They expand on the concept of cooperative
gestures ([9, 10, 37, 40]), which require coordinated input from multiple users for the realization of certain actions
(such as actions that affect the whole workspace [40]). However, while cooperative gestures require synchronous
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Table 1. Types of actions that are available (�), unavailable (-) or only available to a particular user (��) under solitary and
joint attention situations.

Action can be accomplished
Solitary Atten. Joint Atten.

Universal under any attention situation � �
Consensual only under joint attention - �
Supervised if object owner or supervisor is attending �� �

Private only if the owner is attending and no one else �� -

manual input, consensual actions are based on visual attention. This is based on the assumption that monitoring
alone increases the capacity of users to intervene or prevent conflicts. Consensual actions potentially require less
effort when compared to manual consent mechanisms (e.g., cooperative gestures [40] or confirmation buttons),
since users can already be visually attending to the action. However, they are more restrictive than universal
access.
Supervised actions require the attention of a particular user (instead of all users as in consensual). They are

enabled for joint attention situations and also for solitary attention situations as long as the attending user has
special rights. Potential use cases are actions that can benefit from the awareness of a particular user such as the
supervisor of a session or owner of a document. When compared to traditional access rights management, which
strictly restricts actions to a specific user, supervised access relaxes access by enabling actions by others if the
particular user is monitoring. Both consensual and supervised actions are positive access criteria, because they
require the visual attention of certain user(s) for access.
Private actions can only be accomplished if a particular user (such as the owner) is attending and no one

else. The private access category is the counterpart of consensual access; it is a negative access criterion as
the action becomes unavailable during joint attention. While consensual and, to a certain extent, supervised
actions enforce awareness, private actions enforce privacy. Private access aims to limit “information voyeurism”
of private information or actions on public displays [52]. This makes it similar to other solutions that provide
personalized views for individual users (e.g., [3, 36, 51]), but instead of dedicated hardware, such as shutter glasses,
private access relies on visual attention information.
Table 1 summarizes the availability of each access type under different attention situations. Note that we so

far defined solitary and joint attention situations, respectively, as involving single and all relevant users. The
distinction is straightforward for two users, but it would be more appropriate to view solitary and joint attention
as a continuum for larger groups. In intermediary situations, such as when a subset of users is attending to an
action, the system can be either strict or flexible regarding how it grants access. For example, consensus can
strictly be interpreted as requiring the attention of all relevant users or, flexibly, a subset of users. We discuss
these different approaches later in the paper in terms of scalability.

3.3 Input Handling

When an initiated action is available for a given visual attention situation, the system grants immediate access by
executing the action promptly. A mismatch between the visual attention situation and the access type, however,
can be handled in different ways:
Restricting access entirely, without any further interaction, is the least complicated approach. It is also the

handling method we employed in the user study due to its straightforwardness.
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Deferring action execution until additional input is another method. For example, an action initiated by a
solitary user can be later confirmed by another user. When compared to full access restriction, deferring allows
for more individual power, but also comes at the expense of real-time awareness and associated risks such as
duplicate or irrelevant contributions.
Notifying other users is a real-time alternative to deferring. If a consensual action is initiated under solitary

attention, the system can evaluate whether other users are visually attending to the workspace. If so, the system
can provide a visual notification of the action near the users’ locus of visual attention to inform them about the
ongoing action (similar to previous work on gaze-adaptive visual feedback [49, 50] for single user applications).
Notifications work around the trade-off between power and awareness even further when compared to restricting
the action. On the other hand, they can introduce another long-acknowledged trade-off in groupware design,
namely the trade-off between awareness and disruption [28], especially when users would prefer to remain
focused on their individual tasks.

4 STUDY: VISUAL ATTENTION-BASED ACCESS PREFERENCES

Having defined different visual attention-based access types, the question remains how the framework can be
put into use in collaborative applications, specifically, which access type makes sense for a particular action
(such as editing or deleting an item) and on what grounds. We conducted an exploratory study to answer this
question and find out user preferences and motivations related to different access types. Participants (in pairs)
were tasked to decide which actions should belong to universal, consensual, supervised and private access types
as they completed three different use scenarios of project planning, brainstorming and document sharing. The
scenarios and their applications have been prototyped for a large vertical interactive display that was situated in
a meeting room.

While visual attention-based access can be prototyped using different hardware setups, we chose the interactive
whiteboard setup due to a number of practical reasons. First, we expected the collocated, single-display setup to
increase participants’ awareness of whether their input is performed under joint or solitary attention. Secondly, the
setup was chosen to facilitate verbal feedback and deictic references to elements on the workspace (e.g., pointing
to different elements while explaining their preferences) for data gathering purposes. In addition to providing
a clear solitary–joint attention distinction, the 2-user design ensured equal centrality for the participants, as
participants could position themselves to the left and right of each other.
The assignment of access types had instant effect, allowing the participants to immediately observe and test

the effects of their preference. Additionally, the joint nature of the assignment task enabled us to observe the
agreement process between the participant pairs (i.e., the participants’ externalized reasoning and discussions
about why a certain action should be available or unavailable for different attention situations). Overall, the
research questions that motivated the study were:

(1) What are the access type preferences for different actions?
(2) What are the motivations reported by participants as they assign access types to different actions?
(3) How do the particular qualities of visual attention-based access manifest in participant preferences and

interactions?

4.1 Apparatus

The study has been conducted on a 2,05 × 1,20 meter vertical interactive surface consisting of three adjacent
displays, each with a resolution of 1080 × 1920 pixels. The displays were able to distinguish between touch
and pen input using IR image recognition. In all of the applications, pen input was mapped to editing content
while touch input was mapped to moving the elements on the screen. Both could be used for other actions that
are accomplished by buttons. Head position and orientation of users were tracked (Figure 3), by an OpenCV
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application that detects head-worn markers using a web camera (running at 640 × 480 pixel resolution) mounted
at the ceiling. Both touch and head tracking data were transmitted to the web-based whiteboard applications
through web sockets. We determined whether a visual area is attended by a participant by scoring the visual
attention information using visual angle (θ ) and distance (d) values between the head and the target on the screen
(Figure 3). The participants’ gaze points were made visible on the screen to indicate how the system sensed their
visual attention.

Fig. 3. Detection of head position and orientation in relation to the vertical interactive screen. We determined whether a
participant is attending to a target by scoring the visual angle (θ ) and distance (d) values between the head and the target on
the screen.

4.2 Scenarios

The multiple-application design of the user study was intended to observe the potential commonalities in user
preferences across actions in 3 different scenarios (Table 2). The tasks have been created so that participants
could accomplish them without any need for specific knowledge, by drawing on their daily experiences.

4.2.1 Project Planning (PP). The first scenario involved creating different “to-do” elements for a hypothetical
project that aims to “decrease the energy consumption of households in Helsinki”. The project planning scenario
and related actions was inspired by the use of whiteboards in agile and scrum software development methods, in
which different tasks are represented as cards that can be assigned to different individuals [18, 20]. The application,
in total, supported 11 actions to which participants were instructed to assign access types. 8 of these actions were
element based including adding, editing, viewing, moving, changing the owner of and deleting to-do elements and
editing and viewing a personal calendar that was assigned to each participant. The remaining 3 actions were
global and included aligning all to-do elements (that vertically positioned them based on their owners), deleting
all to-do elements and exiting the session.

4.2.2 Brainstorming (B). The second scenario required participants to brainstorm for content ideas for a
website about “life in the city” by writing their ideas on post-its. In contrast to to-do elements in the project
planning task, post-its did not have any owners. The application supported 7 actions. Five of these actions were
element based including adding, editing, viewing, moving and deleting post-its. The remaining 2 actions were
global and included deleting all post-its and exiting the session.

4.2.3 Document Sharing (DS). The last scenario involved sharing personal documents for a magazine layout
project. This scenario builds on previous research that investigated access management for personal media on
shared displays (e.g., [30, 40, 46]). The application allowed participants to place different personal elements from
a menu including two article drafts (the participants were told that they had composed the articles), one personal
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Table 2. Overview of use scenarios and the list of object-level and global actions for each application. In each of the use
scenarios the participants were instructed to “Discuss and assign attention based access rights for different items and action”.

Task description Action list

Project planning. Imagine that you are tasked
to make a plan and different “to-do” items for a
project that aims to decrease the energy consump-
tion of households.

To-do (object): add, draw/edit, view, move, change
owner, delete
Personal calendar (object): edit, view
Global: align all to-dos, delete all to-dos, exit session

Brainstorming. Imagine that you are in a brain-
storming session about gathering new ideas to
make a website about life in the city of X.

Post-it (object): add, draw/edit, view, move, delete
Global: delete all post-its, exit session

Document sharing. Imagine that you are work-
ing on a layout project that require you to go over
your own documents.

Document (object): annotate, view, move, remove
Global: pile all media, remove all media, exit session

bookmark element and one personal note element. While the other two applications required participants to
create content from scratch, all of the elements in the document sharing scenario had an owner and were
pre-configured but could be annotated on. Overall the application supported 7 actions. Four of these actions were
element-level including annotating, viewing, moving and removing documents. The remaining 3 actions were
global and included piling all media (moving all the documents to the left-hand side of the screen), removing all
media and exiting the session.

Note that, the three applications featured elements with different levels of ownership. To ensure the relevance
of supervised and private access types for global actions and elements with no owners, the participants could
assign a general “session master” who could act as a substitute for the owner. Overall, the actions across different
applications can be analyzed through these two dimensions:
Element-level/Global: Previous work distinguished between element-level (e.g., editing a single element) and

global actions (e.g., piling up all the elements on the workspace) on shared workspaces [40]. We were interested
in observing whether participants would select higher attention demand access types (consensual and supervised)
for actions with global scope, in other words, whether previous insights from cooperative gestures ([40]) would
extend to visual attention-based access.
Action typology:While scenarios involved different elements, the actions they support can be grouped under

different typologies such as editing, viewing, moving or deleting. Crucially, different actions types had different
levels of reversibility; moving or creating new elements could easily be reversed, but deletion was irreversible. We
expected irreversible actions such as deletion to be assigned more restrictive access types (instead of universal).
Additionally, some actions such as moving or drawing result in gradual changes that enable the other participant
to intervene, while others such as deletion result in discrete and sudden changes. To make these two types of
actions comparable, discrete actions required a continuous press on the button for 1 seconds, accompanied by a
horizontal progress bar for visual feedback.

4.3 Access Type Control Panel

Participants could select an access type for an action anytime during the session through a contextual control
panel (Figure 4) by pointing at one of the 4 access types. We had initially implemented a central menu to control
the access types of all the instances of the same action, but during pilot studies this proved to be too abstract and
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not flexible enough to match the evolving and element-specific participant preferences. Thus, we opted for an
object-based control interface that contextually appeared under the related interface element.

Fig. 4. Each element (such as the post-it element on the left) or the global action menu (right) had a collapsible “Access rights”
menu that allowed participants to assign and modify their access preferences for different actions by pointing at one of the 4
access types using touch or a pen. The “duplicate” option allowed the creation of an item with the same access preferences.
By default, the access configuration for all actions were set to universal. Other buttons allowed switching between drawing
and erasing modes, as well as deleting the element.

4.4 Procedure

Each session started by introducing the purpose of the study, the interaction basics and the access type control
panel to the participants. The participants were then given a demonstration of how different access types
(universal, consensual, supervised and private) behave differently in each of the visual attention situations. After
participants felt comfortable with interaction basics and understood access types (after 5–10 minutes), they
proceeded to complete the tasks for each scenario in the order of 1) project planning, 2) brainstorming and 3)
document sharing. The scenarios were respectively allocated 30, 15 and 15 minutes, based on their complexity
and the amount of actions that need to be assigned different access types (Table 2). Apart from the task and time
constraint, the sessions were unstructured. The participants could perform different actions and change their
access type preferences anytime during the task, allowing them to experience and discuss different configurations
before making a final decision. Additionally, each application featured two draggable information sheets as a
reminder of different access types and the task. The participants were instructed to assign access types jointly
(except for personally owned items) in order to make them take different considerations into account and observe
their verbal reasoning.

Toward the end of each task, the participants were asked to finalize their preferences for actions and explain why
they assigned the particular access types for different actions. After completing all of the tasks, the participants
were interviewed about their general impression of visual attention-based access. The sessions approximately
took one and a half hours.

4.5 Data Collection

The system logged participants’ access type assignment actions and their final preferences. Additionally, the ses-
sions were video-recorded to observe participants’ interactions and discussions. The videos were later transcribed
to link participants’ interactions and discussions with their access type assignment actions. The semi-structured
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post-study interview inquired about participants’ overall impression of visual attention-based access by drawing
on their experiences and how they compare it with traditional access control.

4.6 Participants

20 participants (9 female), aged 18 to 35 (m = 26.4, sd = 4.5), were recruited for 10 sessions through university
email channels and bulletin boards. The participants included 11 undergraduate and master level students, 7
researchers (PhD candidate and post-doc) and 2 designers (1 front-end developer and 1 interaction designer).
Participants, on average, reported moderate previous experience with brainstorming (m = 3.3, in a scale of 1–5),
project planning (m = 3.1) and sharing personal media (m = 3.2). They were compensated with two cinema ticket
vouchers and their informed consent was collected for data logging and video recording.

5 RESULTS

We present the quantitative results based on log data and qualitative results derived from participant comments
and actions. The qualitative results are denoted by the session number and the initials of the scenario during
which the comment has been recorded (a participant remark recorded in session 4 during project planning
scenario is indicated as “S4, PP” and only as “S4” for data from the final interview).

5.1 Access Type Assignment Process

In many cases, the assignment of a specific access type for an action was the result of participants’ ongoing
interactions with each other and the prototype. Although the sessions were unstructured, we observed that the
assignment process was often influenced by 3 different factors:
Discussions among participantswere observed in the form of references to prior experiences (e.g. workplace

meetings or student committees) and verbal reasoning about why a specific action should be assigned a particular
access type. Some of the arguments were presented as practical considerations. For example, in one session a
participant questioned the other participant’s idea of assigning a supervised access type: “But this supervised still
gives some possibility of misuse that one will change or two will change secretly... I think maybe it should be mostly
consensual” (S1, PP). In other cases, they were presented as personal preferences. For example, in the following
exchange, participants (S2, PP) were expressing their priorities (in this case awareness vs. privacy) when deciding
on whether viewing personal calendars should be private or supervised:
A: It is good that you can look my calendar so you know.
B: No, I don’t want anyone to look my calendar it is my own private stuff.
Practical implications of assignments were another resource for deciding on a particular access type, as the

prototype allowed participants to immediately experience the effects of their assignment. In some cases, the
practical implications led to a revision of the initially assigned access type. In one session (S3, B), participants
assigned consensual access to moving a post-it, but the assignment later proved to be impractical. This first led to
a help request from the other participant and then to a revision of the original assignment:
B: Can you look this way?
A: Ok [A comes near B]
B: The consensual moving is really... [B reverts moving back to universal]
Progression of the task led to changes in participants’ access preferences for some elements. For example,

for to-do and post-it items it was common for participants to start editing the element with the default universal
access type setting (that provides the least restriction) and then modify the access type once the element content
was filled in.
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5.2 Quantitative Results: Distribution of Final Access Preferences

We logged 1002 access type assignments for different actions from the final state of the application interfaces
across the sessions. The number of assignments varied between sessions (min = 82, max = 166, sd = 24.3), as
participants created different amounts of to-do (m = 5.8, sd = 2.3) and post-it (m = 6.3, sd = 3.4) elements. Thus, to
calculate the overall access type distribution, we report the grand means that are aggregated within each session.
Table 3 provides an overview of how access types were assigned to different actions.

We analyzed the distribution of access preferences for different kind of actions based on element-level–global
distinctions and action typology. The data show salient differences between user preferences for these two
dimensions across different applications. Universal access, which provides the least restriction, was rarely
assigned to element-level delete (7.1%) and never to global delete actions, but it was overwhelmingly common
for creating new items (95.0%). Universal access was also frequently assigned to view (72.3%) and element-level
move actions (68.6%). On the other hand, the results show a high preference for consensual access for actions
with global scope such as exiting the session (56.7%), global deletion (76.7%) and aligning elements (35%). For
comparison, the preference for consensual access was lower for element-level delete (35.4%) and move (7.3%)
actions. Instead, we recorded a higher incidence of supervised and private access for element-level actions (Table
3). These results are in line with previous design insights that propose joint control for actions with global scope
[40] and our expectation that elements such as delete will be assigned more restrictive access types.
We also observed a degree of co-occurrence between different action types that belong to the same element,

when we collectively analyzed to-do (n = 58), post-it (n = 63) and document (n = 80) elements that all supported
editing, viewing, moving and deletion actions (Figure 5). For example, for elements that had editing actions set to
private access (n = 35), a high proportion of them would also be assigned private access for deletion (n = 27),
viewing (n = 23) and moving (n = 15). On the other end of the spectrum, for elements that had deletion action
set to universal access (n = 13), a majority of them would also be assigned universal access for moving (n = 12),
viewing (n = 9) and editing (n = 8). Thus, participants’ access preferences for certain actions can help infer their
preferences for other actions that belong to the same element.

Fig. 5. Two examples of co-occurrence: The distribution of access types for different actions of the same element when
editing is set to private (left) and when deletion is set to universal (right). The data is across to-do, post-it and document
elements. Each continuous line represents a group of elements that have the same access control settings for 4 action types.

The distribution data provide us with a summative view of overall patterns. However, it does not answer
what accounts for the differences between user preferences for the same actions and interesting patterns in
the data. For example, while the assignment of private access to view actions is foreseeable, we also recorded
many instances in which private access has been assigned to manipulation actions and in rare cases even to
actions with global scope such as global delete (3.3%). Below we report qualitative data that give insights about
participants’ reasoning when assigning different access types.
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Table 3. Access right preferences for different actions in different scenarios across all sessions. The number of individual
to-dos and post-its varied between different sessions. Thus, the results show grand means that are aggregated within each
session. The bottom block shows the aggregated grand means based on action type.

Access Preferences (%) Univ. Cons.

Action Level Type Univ. Cons. Supv. Priv. Supv. Priv.

P
ro
je
ct
pl
an
n
in
g

Add to-do Element Create 90.0 10.0 0.0 0.0
Draw / edit to-do Element Edit 22.8 26.8 45.9 4.5

View to-do Element View 89.5 4.0 0.8 5.7
Move to-do Element Move 60.8 11.3 27.0 0.8

Change owner to-do Element Transfer 19.0 11.3 58.1 11.7
Delete to-do Element Delete 8.0 34.3 51.2 6.5

Edit calendar Element Edit 15.0 10.0 25.0 50.0
View calendar Element View 45.0 0.0 25.0 30.0

Align all to-dos Global Move 60.0 30.0 10.0 0.0
Delete all to-dos Global Delete 0.0 80.0 20.0 0.0

Exit session Global Exit 30.0 60.0 10.0 0.0

B
ra
in
st
or
m
in
g

Add post-it Element Create 100.0 0.0 0.0 0.0
Draw / edit post-it Element Edit 64.8 15.8 15.4 4.1

View post-it Element View 94.6 0.0 1.2 4.1
Move post-it Element Move 87.3 8.2 1.2 3.2
Delete post-it Element Delete 8.2 63.0 25.0 3.8

Delete all post-its Global Delete 0.0 70.0 30.0 0.0
Exit session Global Exit 20.0 50.0 30.0 0.0

D
oc
u
m
en
t
sh
ar
in
g Annotate document Element Edit 30.0 2.5 32.5 35.0

View document Element View 60.0 0.0 16.2 23.8
Move document Element Move 57.5 2.5 10.0 30.0

Remove document Element Delete 5.0 8.8 27.5 58.8

Pile all media Global Move 30.0 40.0 30.0 0.0
Remove all media Global Delete 0.0 80.0 10.0 10.0

Exit session Global Exit 0.0 60.0 40.0 0.0

Element Create 95.0 5.0 0.0 0.0

Element View 72.3 1.0 10.8 15.9

(Element) Move 68.6 7.3 12.8 11.4

(Global) Move 45.0 35.0 20.0 0.0

Element Edit 33.1 13.8 29.7 23.4

Element Transfer 19.0 11.3 58.1 11.7

Global Exit 16.7 56.7 26.7 0.0

(Element) Delete 7.1 35.4 34.6 23.0

(Global) Delete 0.0 76.7 20.0 3.3
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Table 4. Summary of participant comments for different motivations for assigning different access types.

Motivation Example comment

U
n
iv
er
sa
l

Unimp./Reversible “...but this one the edit is universal just because it is not that as important as
such and somebody can expand on it.” (S10, PP)

Convenience “...but while we are setting up this plan because we are alone in this room we
can keep this as universal for usability.” (S9, PP)

Trust / Cooperation “This should be a list that everyone should be able to add to when they figure
something out so I let it as universal. I trust my colleagues.” (S5,PP)

Awareness (view) “I also want everybody in this room to see what I have written here because it
is some common data useful for project.” (S9, PP)

C
on

se
n
su
al

Prevent accidents “Consensual actions is really good because you would accidentally you know
destroy stuff from the screen if you are not both looking.” (S6)

Agreement “I would say consensual makes sense in the sense that we all agree that we
save and quit unless there is some hierarchy...” (S9, PP)

Group awareness “Consensual is pretty nice for something like this ... like we are planning to be
there make sure that everybody is aware of what is happening.” (S3)

Su
p
er
vi
se
d

Permission “yes you can not remove it without my permission and yeah that is fine right.”
(S2, DS)

Owner’s awareness “If you made a mistake in your work it can be supervised and you can see the
person modifying your content.” (S7, DS)

Scalable “This is more like a topic which can be debated upon a lot so instead of making
it consensual... I think it is up to the chair it should be.” (S4, B)

P
ri
va
te Privacy “If you have ideas that you are not certain of yet and you don’t want others to

bother you about them...” (S5, B)

Non-attention acc. “For me editing calendar is private I want to do it myself.” (S4, PP)

5.3 Qualitative Results

We analyzed the video recordings and post-study interviews through an open coding process to classify
observations and participants’ statements for each access type. This was followed by the grouping of participant
statements to identify distinct motivations within each access type (Table 4). The analysis particularly focused on
how participants referred to the specific affordances of visual-attention based access control.

5.3.1 Visual Attention-based Access for Preventing Conflicts. As expected, a common motivation for assigning
consensual and supervised access types was conflict prevention in the absence of joint attention. Consensual
access has been frequently assigned to actions with global scope (Table 3). Participants stressed that they “have to
both agree to end it [the session]” (S7, PP) or stated that “if I want to delete all to-dos it means that everyone agrees
on something” (S4, PP). Besides maintaining agreement, another motivation for consensual access was preventing
accidents: “ I don’t think anyone should be able to delete all of them easily so we should all be there to see” (S2, B).
In a few instances, consensual access was assigned after the action of one participant interrupted the other (to
prevent further interruptions): “If it troubled you we should do it... so they can pile only if it is consensual” (S2, DS).
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Participants similarly used supervised access type to prevent unwanted actions and described it as a “permission”
mechanism: “I don’t want you to move this without my permission” (S5, PP). Another participant stated that “... it
is better to have this supervised access types so the other could not delete it [personal task] or change it as he wants”
(S6, PP).

Conversely, lack of need for conflict prevention can partially explain the reasoning behind universal access.
Universal access has frequently been preferred for creating, moving and viewing elements (Table 3). Actions
such as creating new objects or moving are easily reversible, and this was reflected in participant comments:
“Anyone in principle can add stuff because we can always delete stuff” (S2, PP). A related motivation was the
cooperative setting of the task: “If it is a competition, I would understand using them [private access] but this is just
like brainstorming and creating to-do together” (S8, PP). Another participant stated that both of them “are on the
same side it does not make sense that there is some guy with malicious intent” (S2, B).

5.3.2 Visual Attention-based Access for Maintaining Awareness. In some cases, however, consensual and
supervised access types have been motivated not through conflict prevention but as a means for facilitating
awareness. In these cases, the participants utilized visual attention-based access restrictions as a way to ensure
that the action performed will be attended by themselves or the group. For example, in one session participants
set “change owner” to consensual so that “we know who is actually in charge of this” (S10, PP). During the task
and later in the interview, consensual access was suggested as an explicit tool for enforcing the attention of the
group, to help the “group to focus on the single thing when needed” (S10, PP). In another example, one participant
assigned supervised access to moving: “I would like to know where this goes... so it [moving] should be supervised
by me.” (S5, DS). Even though moving is easily reversible, supervised access makes tracking the changes easier by
increasing the restrictions on the other user.
In these instances participants traded individual power with awareness. On the other hand, restrictions to

individual power were also perceived as inconvenient. For example, one participant described consensual moving
as a “big hassle to have every one look at same place even if it is just two of us. I noticed that when I was not being able
to move stuff” (S3). Accordingly, a lack of restrictions to individual power can explain the preference for universal
access, which was perceived as convenient: “This is like nothing right now ... Because universal is the most easiest
setting I guess ... this is not an idea that is necessary for this ... like random stuff” (S8, PP). One participant stated
that he would be willing to prioritize easy editing at the expense of awareness: “Okay, I changed it to universal
because at the moment I want to add ideas I am putting an input and if the people are not aware at the time of
putting the input it is okay” (S4, PP).

5.3.3 The Influence of Element Content. Our observations and participant remarks during the session revealed
that the content of individual items can partly account for the variance of access types within element-level
actions. In project planning and document sharing tasks, we observed that newly created items (with no content)
were often left in their default universal access and were assigned another access type only after participants
filled in some content. In some cases, access rights remained universal even after editing due to the unimportance
of the content, such as such as for “temporary ideas” (S9, B) or “random stuff” (S8, PP). As the task progressed,
participants set aside certain items as their “general schedule” (S1, PP), “best ideas” (S7, B) or things “they both
agreed on” (S5, B) and assigned consensual access to the actions associated with the item.

On the other hand, supervised access type was often motivated by the personal content of the element: “And
those ones are more supervised because it is our actual personal tasks” (S7, PP). In these cases, participants stressed
the need for their visual attention for accessing the document: “Because they are [pointing to his articles] articles
if anyone wants to make change to this I have to be there to see what is happening” (S4, DS). Supervised access
has also been assigned to view actions (Table 3). In one instance, this was motivated by preventing other people
from viewing personal information first: “... cause sometimes in the office you come to the calendar and people have
already seen how your days are going to look like...” (S10, PP). The same consideration also explains the assignment
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of private access. Participants referred to certain items as “personal stuff” or “personal notes” and made viewing
these elements private: “my bookmarks should also be private, no one can view it” (S4, DS).

5.3.4 Private Access as a Proxy for Traditional Access. Even though personal content of an item was a reason
for assigning private access, we also found counter-examples to this motivation, particularly when private access
has been assigned to actions other than viewing. For example, one participant explicitly ruled out privacy as a
concern when assigning private access type: “It is not other person should not see it... because it is my bookmarks so
I want to be the only person who can delete it from the screen.” (S7, DS). We also recorded other statements that
emphasize limiting the access to the owner: “I don’t want anyone else to be able to edit them, because this is my
own personal text” (S5, DS). Unlike supervised actions, private actions are strictly restricted to a single person as
they become unavailable if another person is visually attending. This also minimizes the risk of giving unwanted
access. One participant highlighted this aspect of private access as a reason for selecting it over supervised access:
“talking about private stuff that you don’t want to have anyone else access to it seems like you can accidentally give
someone access, but if it is private then it is really private” (S3).

We classify this use of private access as attempts by participants to manage permissions in a way that is similar
to traditional access control, namely based on who performs the action rather than who attends to the action. In
other words, participants assigned private access not due to privacy concerns but to strictly restrict access to
themselves. While private access can be used in this way, it comes with disadvantages that we observed during
the session. When another user is visually attending to the same area, private access either requires him or her
to look away or it unnecessarily restricts the access of the owner. This has been highlighted as a shortcoming
of visual attention-based access during one post-task interview: “... so there is private you can edit the document
when no one is looking... in supervised everyone else can when you are looking... but there should be like that kind of
private if someone is looking you can edit but he can’t” (S7). We, therefore, interpret this use of private access as a
shortcoming of visual attention-based access control.

5.3.5 Scalability. Even though the study involved two users, participants reflected on the scalability of joint
attention for consensual access, particularly the difficulties that can occur for larger groups. One participant
described the situation as “hard to get everyone involved at the same time then it is hard to make any decisions”
(S5). Another participant stated “If there is two of us, consensual is easy but if there is tens of like 20 coworkers it is
hard everyone has to be present to do all of this and it is kind of unnecessary” (S8, PP).
The concerns about scalability can also explain the assignment of supervised access to actions with global

scope (such as global deletion or exiting the session) when there is a session master. Instead of requiring the
visual attention of all users (as in consensual), participants proposed using supervised access for global actions:
“If it is consensual then when we exit session everyone should still be here but if supervised someone can leave little
early” (S1, PP). While supervised access can be used to address scalability issues, participants also suggested
alternative solutions for larger groups during the post-task interviews, such as dividing the users into subgroups
(“I think there should be groups, you can include group 1, 2, 3 and put there some people.”, S2) or employing degrees
of consensus among the user group (“if we are five people we choose who is consensual, it can be consensual between
two of us or all five.”, S10).

5.3.6 The Trade-off between Convenience and Certainty. During the final interview, participants were also
asked to give their general impression of visual attention-based access and compare it to dedicated confirmation
mechanisms (to make this more concrete participants were given the examples of hitting confirmation buttons
on personal devices or a shared screen). Not having to provide manual input was described as convenient: “It is
very convenient because we don’t have to move our hands just look.” (S6). This was related to avoiding another step:
“It may be more natural, I think, visual based [access]. When you have to push a button or receive something on your
phone there is another step that adds to it and if you are doing it with visual based access right it can be quicker.”
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(S7). On these occasions visual attention-based access was compared favorably with explicit confirmations: “You
have freedom everyone looks at the screen and I am gonna delete this and do this... if everyone is confirming then it is
a lot bigger process.” (S6).

On the other hand, visual attention-based access was at times described as uncertain. This was related to the
perceived uncertainty of measuring attention (“It seems a bit less exact to be... measuring attention does not seem
quite that exact way to manage the right...”, S3) and potential cheating by users (“or if you tried to spy on, is it
based on head position right? You can kind of cheat.”, S6). Participants also stated that “explicit confirmation can
be more legally suitable” (S4) and for some situations “ there should be a second layer of authorization” (S5). One
participant’s comment directly pointed to a trade-off between convenience and certainty: “When I am touching it,
requires that I go and touch something. It is much more certain kind of manifestation of my attention so it requires
effort from the user then the level of certainty increases also. Whereas this gaze-based attention inference it decreases
this certainty thing so it could be that I am looking there, but I might just be thinking and not paying attention. But
on the other side, it also helps fluidity of the interaction, and it does not enforce users to make explicit actions but is
somehow like... could be much more blended in the interaction” (S9).

6 DISCUSSION

6.1 Main Findings and Design Implications

In this section, we summarize the main findings from the study from which we derive various design implications
that can be explored in future work.

6.1.1 Participants Employed Visual Attention-based Access Types to Maintain Agreement and Owner’s Control.

Consensual and supervised access were chosen over universal and private access types when participants were
willing to grant access as long as they were visually attending to the action. In these cases, visual attention-based
access was perceived as a sufficient means for conflict prevention.

• This finding suggests that manual confirmation mechanisms proposed in earlier work such as collaborative
gestures for global-level actions [40] or touch confirmations [26] can partly be substituted with visual
attention-based access. On the other hand, designers should be aware of the uncertainties introduced by
visual attention-based access when deciding on to what extent and how they can replace traditional access
control.

6.1.2 Granting Access with Head-orientation Was Found Convenient but Uncertain. Not having to manually
touch the screen for confirmations was highlighted as a convenient feature. At the same time, visual attention-
based access introduced uncertainty that was attributed both to a mismatch between head orientation and
participants’ actual locus of visual attention and also to situations when visual attention does not indicate
awareness (i.e., when participants remarked that they may be looking but not paying cognitive attention). One
strategy that participants employed to overcome uncertainty was the use of private access as a proxy for traditional
access control. However, as we observed, this strategy comes with the disadvantage of unnecessary restrictions
either to the owner’s access or to other users’ awareness. Thus, future work should consider alternative design
options like those proposed below.

• One design approach is decreasing the level of uncertainty by employing more accurate measures of visual
attention such as eye tracking [35]. Another approach would be to develop input handling techniques that
account for the uncertainty when inferring visual attention from behavioral data. For example, the required
level of certainty about users’ visual attention can vary depending on the action type; that is, deleting
an item can require a higher threshold of certainty when compared to editing. Uncertainty can also be
managed by letting the users know about how the system perceives their visual attention. In the current
study, this was achieved by showing users their head orientation on the screen as a circle, but insights from
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eye movement research warn that salient representations of visual attention can be intrusive [59]. A more
acceptable solution would be providing subtle cues on items that indicate who is visually attending to an
item and what actions are available. Finally, the interface can provide additional means for overriding or
undoing an action (e.g. cancel buttons) to handle situations where awareness does not equate consent.

• An alternative approach could be using visual attention-based access complementary to traditional access
models instead of a complete replacement. For example, private manipulation actions such as editing can
be managed using traditional access control models if the system is able to determine who performs the
action (e.g., through touch identification, proximity or personal input devices).

6.1.3 Participants Assigned Access Types Not Only for Conflict Prevention but Also for Facilitating Awareness.

In some situations, participants preferred supervised and consensual types not for preventing conflicts but as
a means to ensure that the owner/supervisor is aware of the action or to direct other users’ attention. This is
an interesting finding as it provides a counter-example to our conceptualization of access management as an
implicit effect of visual attention. Instead, users can deliberately utilize access control mechanisms in order to control
awareness.

• When implementing visual attention-based access designers and researchers should be sensitive to user
adaptations that can emerge once detailed measures of awareness becomes part of the interaction. Although
not observed in this study, of interest is how actionable use of awareness information in groupware would
affect users’ privacy concerns, their methods for creating accountability and “plausible deniability” (the
ability to perceive information without being held accountable [25, 43]).

6.1.4 Both Action Type and Interaction History Were Relevant for Visual Attention-based Access. The study
featured fine-grained access controls for data-gathering purposes, but this level of fine grained control can be
too demanding considering that most online collaboration tools make a basic edit and view access distinction.
However, we observed that access type assignments were to a certain degree influenced by the action type and
interaction history of the item, such as the assignment of consensual access once the item content is agreed by
both users.

• A possible design implication of this is potential automation of access types based on interaction history.
The system can keep track of the visual attention situations in which an item is created or edited and adapt
the access type accordingly. For example, an item that is created under joint attention can automatically
be assigned universal view access, or an item that is edited under joint attention can require the visual
attention of the same users for further modifications. Similarly, the access rights for viewing an item can
be extended to other users who had already viewed the item under the owner’s supervision. Furthermore,
access types can be clustered based on the user preference data to simplify user choice (e.g., if editing an
object is set to private, then the system can automatically assign the same access to deletion).

6.1.5 Strict Consensus Is Likely to Be Challenging in Larger Groups.

• Another take-away is that although visual attention-based access can be more convenient when compared
to manual confirmations, strictly requiring the joint attention of multiple users can be arduous. One possible
solution is to configure consensual action to work with lower thresholds of joint attention such as the
majority of users or with a minimum number of supervising users, such as when an action requires the
attention of at least this/these person(s). The threshold can be configured dynamically based on the action
type, since actions like deleting can be more critical than editing or moving. Another possible solution that
is not explored in the current study is to employ alternative input handling techniques such as notifying
other users instead of denying access.
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6.2 Limitations and Directions for Future Work

Although our study was limited to two user interactions, we envision the use of visual attention-based access for
larger groups and other physical settings. Previous studies suggest that increased number of individuals and
multiple groups working in parallel can result in even more fragmented visual attention [31, 57]. Horizontal
and vertical displays surfaces can come in various sizes and configurations that facilitate different levels of
collaboration and visual monitoring [5]. The current study setting (single-wall display in a meeting room) ensured
that the two participants were always in the proximity of each other, and could peripherally monitor the shared
space and reorient their attention with relative ease. These conditions might not be valid for larger groups
working on distributed or larger shared spaces. Even though the identified user motivations can help inform
design work for other settings, the generalizability of user preferences observed in the current study remains an
issue for future work, and partly depends on how flexibly joint attention is implemented for larger groups.
We also implemented visual attention-based access for collocated and synchronous interactions. Thus, our

exploration of visual attention-based access only covers a single quadrant of the traditional groupware time/space
matrix. However, visual attention situations and the access types framed in the paper equally apply to remote
collaborations. For example, edit and view rights are often used in remote collaboration tools [1, 2], but we
know of no tool that allows extending editing rights to other users based on whether the owner(s) is paying
attention. Implementing similar mechanisms, however, would require taking additional factors into account.
First, unlike collocated collaboration where the physical constraints of the space naturally limit the amount of
users, many people can act on the same workspace area during remote collaboration. Keeping track of massively
concurrent input that can be the case for remote collaboration is a challenge even when the user looks precisely
at the edited workspace area. Second, as users’ arm or body movements are not observable, remote collaboration
gives fewer visual cues about users’ actions, although past research has shown that this can be remedied to a
certain extent [6, 22]. Third, remote groupware would require other means for sensing visual attention, which
can range from crude measures of user presence to fine-grained eye tracking data. However, less straightforward
is the extension to asynchronous collaboration, as the access types we described are based on concurrent visual
attention situations.

In fact, the concepts of groupware and collaboration alone can imply sustained interactions within a defined set
of users with pre-established roles, an assumption that might not hold valid in other settings such as spontaneous,
brief and anonymous interactions with urban displays in public space (e.g., [19, 31, 42, 44]). These settings
often involve larger displays, many transitory users and ephemeral content that might not be as personal or
persistent as in groupware. At the same time, previous studies acknowledge the role of public visibility of actions
in preventing inappropriate content from anonymous users [19] and observe that users can still feel ownership
of the content they create for public displays [44]. Yet we are not aware of any prototype that flexibly handles
user input based on the visual attention or the presence of others in the public space. Applications in this domain
would require alternative technical solutions for identifying users and sensing visual attention as instrumented
solutions (e.g., markers, eye trackers) can be impractical.

We also limited our scope to awareness as facilitated by visual perception. This was informed by the fact that
the interactions with our applications relied on visual monitoring to be perceived; manual (touch and pen) input
is visually observable through arm movements and the output provided by the system is visual. However, other
interfaces can enable interaction using different modalities such as speech input or audio feedback. Input and
output in other modalities would require different measures of awareness. For example, the system can utilize
proximity information to infer whether a user hears another user’s speech input.
Finally, as with every exploratory study, there are limitations to what we can claim. The user study we

conducted was oriented towards gathering data about user preferences and motivations for visual attention-based
access, rather than quantifying its performance. Further work will be required to assess visual attention-based
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access in comparison to traditional access models in realistic use settings. Nonetheless, our work points to a
number of user motivations and design considerations for future work to build on.

7 CONCLUSION

We proposed the concept of visual attention-based access as a form of a contextual access control model that
manages access based on who visually attends to an action or an interface element. Based on insights from
previous work, we highlighted that different approaches to awareness, namely relying on self-organization
and access control, place different demands on users’ visual attention. Visual attention-based access provides
a contextual switch between these two approaches by relying on self-organization when users visually attend
to an action and restricting access when they don’t, in a way working around the trade-off between individual
power and awareness [17, 22].
The user study provided us with data about access preferences for different types of actions and uncovered

different motivations for utilizing different access types. We observed that in addition to preventing conflicts,
visual attention-based access can be employed to ease keeping track of the workspace and direct others’ attention.
Visual attention-based access has been perceived as convenient but also uncertain, a finding that calls for various
design measures to be explored in future work. Overall, our work contributes to a more detailed understanding
of utilizing visual attention and awareness data as a real-time input in groupware.
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ABSTRACT

The term implicit interaction is often used to denote inter-
actions that differ from traditional purposeful and attention
demanding ways of interacting with computers. However,
there is a lack of agreement about the term’s precise meaning.
This paper develops implicit interaction further as an analytic
concept and identifies the methodological challenges related
to HCI’s particular design orientation. We first review mean-
ings of implicit as unintentional, attentional background,
unawareness, unconsciousness and implicature, and com-
pare them in regards to the entity they qualify, the design
motivation they emphasize and their constructive validity
for what makes good interaction. We then demonstrate how
the methodological challenges can be addressed with greater
precision by using an updated, intentionality-based defini-
tion that specifies an input–effect relationship as the entity
of implicit. We conclude by identifying a number of new
considerations for design and evaluation, and by reflecting
on the concepts of user and system agency in HCI.
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1 INTRODUCTION

The last two decades witnessed an increasing interest in sup-
porting interactions that differ from traditional purposeful
and attention demanding ways of engaging with computers.
A term that is often used to denote these new types of user
engagements is “implicit interaction”. Implicit interactions
are now being pursued in domains as diverse as ubiquitous
interaction [83], information seeking [18, 54, 99], attentive in-
terfaces [95, 106] and physiological computing [28]. A public
display that shows content when it senses human presence
or a recommendation engine that utilizes user actions for
social recommendations are typical examples. As computers
are getting increasingly capable of sensing the environment
and making inferences about the situation, we can expect
similar interactions to proliferate and partly replace what is
called “explicit interactions”.
At the same time, there is a lack of consensus regarding

the precise meaning of the explicit–implicit distinction. Over
time, the distinction has come to serve as a placeholder for
different meanings such as intentionality, attentional focus
and awareness. The terms are generally used as a quality
of interaction (itself a concept with diverse interpretations
[44]), but it is common to apply them to other entities such
as the interface, the input or the sensing capability of the
system. When the terms do qualify interaction, they are of-
ten described through built-in properties of the interface
rather than the interaction as it unfolds. Adding to the confu-
sion are other distinctions such as foreground–background
[15], overt–covert, command–non-command [64] and active–
passive [25] that have overlapping meanings and at times
used interchangeably with explicit–implicit. The broad use
of the terms led to the introduction of other, more strictly
formulated distinctions such as intentional–incidental [21]
and reactive–proactive [51].
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The ambiguity is problematic, firstly because the term im-
plicit interaction has become part of the HCI lexicon. Even
though an ambiguous understanding of the term can func-
tion as a convenient shorthand, its effective use requires
researchers to clarify what they mean by implicit interaction,
validate whether an interface actually facilitates implicit in-
teractions, and demonstrate that implicitness informs design
or evaluation in a way other concepts do not. Otherwise, the
term risks either being redundant or obscuring more than
it explains. Perhaps more consequentially, however, we find
the ambiguity exposed by the various uses of the term repre-
sentative of broader methodological challenges concerning
a very central phenomenon in HCI, namely the relationship
between a user’s mental attitude and what is considered
appropriate system behavior.
Thus, we see value in developing “implicit interaction”

further as an analytic concept. In the following sections, we
first review and compare different meanings that the term
implicit stands for in HCI, psychology and pragmatics, and
identify the methodological challenges concerning HCI’s
particular design orientation. We then revisit these method-
ological challenges with an updated, intentionality-based
definition of implicit interaction as user’s attitude towards
an input–effect relationship in which the appropriateness of a
system response to the user input (i.e., an effect) does not rely
on the user having conducted the input to intentionally achieve
it, and show how this updated definition can be deployed to
address various methodological challenges. We conclude by
identifying a number of new considerations for the design
and evaluation of interfaces that aim to facilitate implicit
interactions, and by reflecting on the concepts of user and
system agency in HCI.

2 THE MANY MEANINGS OF IMPLICIT

The HCI use of the term implicit can be traced back to as
early as 1983, when Revesman and Greenstein noted that “if
the computer were able to predict accurately the actions of the
human, information would be communicated with no overt
communication on the part of the human; an implicit line of
communication would exist” [78, p. 107]. The term has since
appeared in different domains of HCI such as mobile comput-
ing [37, 43] search interfaces [18] and ubiquitous computing
[63, 84]. Various formulations of implicit interaction soon
followed. Schmidt defines implicit interaction as “an action
performed by the user that is not aimed to interact with a
computerised system but which such a system understands
as input” [83]. This is somehow echoed in Ju and Leifer’s
definition of implicit interaction as “those that occur without
the explicit behest or awareness of the user” [52]. While these
formulations provide good departure points, they also lead
to many further questions. Does implicit stands for purpose-
fulness, awareness or any other meaning? Is it a quality of

“an action performed by the user” or something that occurs
as a result of an action? Ameta-analysis that compares differ-
ent meanings and implications of “implicit” has so far been
missing.

Equally problematic is the term “interaction”. Perspectives
on interaction, such as Norman’s dialogue model [65], con-
trol theory [100] and activity theory [10], take user goals as
a departure point for their analyses, which poses a challenge
for the notion of interaction as something unintentional
[21, 44]. Similarly, when defined through a complete lack
of attentional focus or awareness, implicit interaction has
been called “not proper interaction in the sense that it engages
us in addition... to what we otherwise are doing” [49, p. 122]
and “hardly... an interaction at all, since there is no activity or
awareness on our part” [52, p. 77]. The problem partly arises
from the diverse meanings of implicit but also from the am-
biguity of the word interaction. In HCI, interaction has been
conceptualized in terms of mechanical consequence by an-
tecedent, but also as user experience, tool-use or control [44],
all of which make user attention or intention a prerequisite
for interaction. Additionally, HCI uses are not limited to
interaction and one can encounter other phrases such as “im-
plicit sensing” [38, 81], “implicit input” [53, 75, 93], “implicit
interface” [87, 93] or a specific outcome of user input, as in
“implicit authentication” [13]. The diversity of uses raises
the question of whether (or what entity within) interaction
provides a useful unit of analysis.

This section discusses various meanings and entities that
the term implicit interaction can stand for. There are two
reasons for our focus on the word implicit instead of a prede-
fined meaning. First, we examine how the use of implicit as
a placeholder for multiple meanings might not be accidental
but grounded in the context of particular cases in which
they overlap. Secondly, by comparing and contrasting vari-
ous meanings, we sharpen our own definition of the term.
Overall, our examination is oriented towards identifying the
consequences of different meanings for research rather than
determining their prevalence in the literature. We do not
claim comprehensiveness of all use instances, but refer to
HCI examples for illustration.
We started the examination by identifying a number of

often cited, key publications that discuss the term implicit
interaction in depth [21, 42, 51, 52, 83]. Even though not cited
by key HCI publications, explicit–implicit distinction also
features in other fields, notably psychology and pragmatics,
and work in HCI occasionally reflect similar meanings. Thus,
we found the reviews in these fields [16, 20, 29, 85] useful for
comparison. As we have proceeded, we also expanded the
scope of analysis to other terms that have overlapping mean-
ings and are used interchangeably with explicit–implicit. For
example, Buxton’s [15] distinction of “foreground” “which
are in the fore of human consciousness – intentional” and
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Table 1: An overview of different meanings, their description, the entity they qualify and potential motivations for design.

Implicit as Description Implicit qualifies Example motivation for design

Unintentional The degree a particular effect is intended by
the user

Input–effect
relationship

Providing appropriate responses that
go beyond what the user has intended

Attentional
background

Attention reserved during the execution of
an input or evaluation of a system response

Input or output Freeing up attentional resources
through external backgrounding

Unawareness The degree of awareness of a particular effect
caused by the user’s input

Input–effect
relationship

Providing appropriate responses that
go beyond what the user is aware of

Unconscious User’s awareness of own mental process Mental process Reduced need for mental processing

Implicature The degree an action represents an agent’s
intention

Intention–action
relationship

Accomplishing an intended effect
with less effort

“background” activities “that takes place in the periphery”
is conceptually similar and has been used together with
explicit–implicit distinction in later work [e.g., 42, 51]. “In-
cidental” interactions, similarly, describe instances when a
system utilizes user actions that have been “performed for
some other purpose” than the one executed by the system
[21]. These formulations emphasize the purposefulness of
user actions in achieving a specific outcome, a meaning that
we will henceforth refer to as intentionality. However, vari-
ous definitions point to other qualities, namely attentional
focus, awareness, consciousness (psychology) and implicature
(pragmatics).

Implicit as Unintentional

The formulations of explicit–implicit [51, 83] as well as
foreground–background [15, 41] define them in terms of
user’s intentionality. Editing a document by typing on a key-
board is an explicit interaction insofar as the outcome, and
the purpose, of the action is editing the document. In con-
trast, a smart room that activates the lights when a person
walks in facilitates implicit interaction (unless the person
walked into the room specifically to turn on the lights).

A defining feature of implicit interactions is their occur-
rence as a result of the user input. Perhaps due to this fea-
ture, implicit has occasionally been defined as a quality of
user’s “action” (as in Schmidt’s definition [83]) or “input”
[e.g., 1, 53, 75, 93]. Yet we argue that the suitable entity for
intentionality is a specific outcome that results from user’s
input, namely an input–effect relationship. This is first of
all due to our focus on human–computer interaction where
intentionality is categorically about future states in the en-
vironment. Of course, the user input itself can be consid-
ered unintentional in certain cases (as in involuntary muscle
movements), but this qualifies a mind–behavior relationship
instead of a user–environment relationship. Apart from cat-
egorical precision, defining implicitness as an input–effect

relationship allows for including situations in which the sys-
tem executes both intended and unintended effects as a result
of the user input. For example, a search system can harness a
user’s browsing or bookmarking actions that are intended for
examining web pages as implicit relevance feedbacks to infer
user interests and improve future search results [2, 76, 99].

Most accounts of HCI view user intentions central to what
makes a good interaction, in other words, ppstulating the
norm that an interaction is judged by [44]. Thus, the defini-
tion of implicit interactions as unintentional has been scruti-
nized. From a control theory perspective, Williamson defines
background interactions as ideally dependent on “known in-
tentions and the inferred intentions which they act as proxy for”
[100, p. 23]. We argue that the objection is due to the multi-
ple meanings of interaction, which can refer to a granular
input–effect relationship but also to an activity conducted
through an interactive system. In many examples described
above, even if a specific effect of the user input is uninten-
tional, implicit interaction can be motivated by a purposeful
activity that encompasses the specific input–effect relation-
ship. For example, implicit feedback in search systems can
be motivated through a user’s goal of seeking particular in-
formation. In contrast, when there are no commitments to
inferred intentions, the interaction can be motivated by the
assumed benefit to the user [21]. In other words, beneficial
or any other quality can replace intentional as the norm of
interaction.
We so far treated intentionality as self-evident. Yet it is

worth noting that the HCI understandings of the concept
range from a general “directedness of meaning” [24] to “the
decision to act so as to achieve the goal” as in Norman’s
framework [65]. The difference in HCI understandings can be
traced back to the philosophical conceptions of intentionality
in mentalistic (as in Husserl and Searle) and non-mentalistic
(as in Heidegger and Merleau-Ponty) terms (see Dreyfus
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[26, 27] for a treatment of the subject). As a mentalistic con-
cept, intentions correspond to well-formulated goals that are
held by a knowing subject. In its non-mentalistic conception,
intentions are instead embodied in our everyday habitual
performance toward practical ends and characterize things
that we do without self-reflection. This partly amounts to
the expansion of intentionality from the mind and deliberate
reasoning to the body, habits and unconsciousness—another
meaning that we will unpack later in this section. However,
unconsciousness tells only part of the story. An insight from
phenomenology as well as from the situated action perspec-
tive [90] is that successful accomplishment of activities relies
on background assumptions, namely external dependencies
that are taken for granted until a breakdown. Implicit inter-
actions in HCI approximate to such external dependencies
when they assume embodied knowledge on users’ side about
what to take for granted.

Implicit as Attentional Background

Implicit [49, 51] or background [15, 41] interactions have
also been defined in terms of attentional focus during inter-
action. HCI research is often informed by the limitations to
the human processing capacity [e.g., 6, 46, 69], which, as a
consequence, requires selectivity regarding what is being
attended to. Researchers directed their design efforts to make
interactive systems less attention demanding, for instance,
by devising ambient, peripheral and low-bandwidth output
[48, 74]. The same design strategy can be extended to the
design of input techniques that require minimal user atten-
tion. Manual selection of small targets on a screen is explicit,
while automatic activation of lights upon entering a room is
implicit. Mobile interfaces can switch between landscape and
portrait modes by sensing the device orientation instead of
through attention-demanding GUI control [42, 84]. Systems
can be designed to be operated without fine motor control
to accommodate “casual” user inputs [73].
Buxton defined background interactions as both unin-

tentional and in the attentional background [15], but the
two qualities do not necessarily overlap. Ju et al. build their
implicit interaction framework on Buxton’s foreground–
background distinction but supplement it with an additional
reactive–proactive distinction to separate intentionality from
attentional focus [51]. An interaction can be both intentional
and in the attentional background when the system auto-
mates various sub-tasks triggered by a user input without
providing attention-demanding feedback. Conversely, an
interaction can be at the attentional foreground but exe-
cuted without the user’s initiative, such as when the system
provides attention-demanding feedback for an unintended
effect.

When defined through attentional focus, implicit interac-
tions are motivated by freeing up users’ cognitive resources

for other activities. Level of attention also allows explicit–
implicit or foreground–background distinctions to be defined
across a continuum [15, 41] in which attention serves as a
quantitative measure that can be operationalized through
information throughput [15, 73].

Implicit as Unawareness

We use the term awareness to denote users’ knowledge about
how their input is utilized by the system. Traditional inter-
face design has put heavy emphasis on the predictability of
action outcomes through affordances and feedback/feedforward
mechanisms that communicate system responses back to
users [65]. In contrast, interfaces that target implicit interac-
tion might avoid such features. Implicitness has occasionally
been defined in terms of awareness [52, 56, 71]. Typing into
a computer is explicit as long as users are aware of the action
outcomes, while the utilization of users’ gaze [71] or physio-
logical signals [56] without their awareness is implicit. As
with attention, awareness can be defined as a continuum.
Users can be unaware that they are providing input to a sys-
tem, they can have ambiguous awareness about how their
input is utilized by the system or they can be fully informed
[97]. For more granular analysis, users can be considered to
have varying degrees of awareness of different effects that
result from the same input.
Purposefulness of interaction requires a certain degree

of awareness of action outcomes, making awareness a pre-
condition for intentionality. Thus, the motivations that are
described under unintentional also apply to unawareness. On
the other hand, awareness does not always entail intentional-
ity. Dix distinguishes between awareness and intentionality
through the concept of “expected” interactions in which the
user is aware of the effect of his or her action but has not
performed the action with the intention to cause the partic-
ular effect [21]. Paraphrasing Dix’s example, a person can
expect the lights to switch on when entering a room, even
though this is not the intention for entering. Dix’s other cat-
egory “incidental” refers to interactions where the outcome
is neither intentional nor expected.

Implicit as Unconscious

Implicit–explicit distinction can also be defined through con-
sciousness. This meaning is prevalent in psychology and
related fields.1 Implicit learning is a process by which knowl-
edge is acquired “independently of conscious attempts to
do so” [77, p. 219]. Implicit memory is the facilitation of

1The precise definition of implicit and how it relates to other concepts
such as voluntariness, verbalization or intentionality has been extensively
discussed in different domains of psychology [20, 29, 85]. Here, instead of
an in-depth discussion of different psychological concepts, we will limit
our scope to what we perceive to be a salient concept, consciousness, and
outline how it differs from the HCI meanings discussed earlier.
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performance “without conscious recollection” [82, p. 501].
The meaning of the term is similar in social psychology
[29, 33, 102] where implicit social cognition is “unconscious”
in the sense that it is “unavailable to self-report or introspec-
tion” [33, p. 5]. Researchers employed experimental tech-
niques such as Implicit Association Test (IAT) [34] tomeasure
“implicit attitudes” towards age, gender and other socially
relevant attributes [67, 79]. The definition of the term con-
sciousness is contested, but generally corresponds to “online
phenomenological awareness” (i.e., awareness of one’s own
mental processes) [85, p. 138]. Unconscious processes are
described as faster, more efficient but also harder to modify
and verbalize than conscious processes [85].
Some work in HCI employs this meaning of the term

but without targeting implicit interactions as a design goal.
Poeller et al. study “implicit motives” ([61]) to predict video
gamers’ behavior and play experience [72]. Denning et al. uti-
lize the “implicit memory” of users to aid password recovery
[19]. Additionally, we observe that motivations for facilitat-
ing implicit interactions occasionally evoke the unconscious
meaning of the term. Consider Schmidt’s reference to non-
verbal cues during face-to-face communication: “In many
cases the robustness of human-to-human communication is
based on the implicitly introduced contextual information, such
as gestures, body language, and voice” [83, p. 91]. It can be ar-
gued that gestures are part of a person’s purposeful social act,
but their realization is more or less automatic or unreflective;
they are intentional but not deliberate. The term “internally
backgrounded” (as opposed to both “foregrounded” and “ex-
ternally backgrounded” [62]) denotes a similar distinction.
Execution of tasks without conscious processing has been
related to skilled, well-practiced behavior [55, 62, 66].
Implicit as unconscious qualifies the mental process that

leads to an action rather than the relationship between the
user action and its effect. To illustrate the point, whether
the user action was unconscious (e.g., walking into a room
without thinking about it) or its outcome was unintended
(e.g., turning on the lights when walking into the room) point
to different aspects of an action. Implicit as such also hints at
an internal division (“internally backgrounded” [62]) rather
than to the division of labor between the user and the system
(“externally backgrounded” [62]). For this reason, Ju et al.
argued for its exclusion from the scope of implicit interaction
by advocating a distinction between “situations where users
don’t have to think and plan because the users have developed
tacit knowledge of how to operate a task, and situations where
the users don’t have to think and plan because the system is
acting proactively on their behalf.” [51, p. 20].

Implicit as Implicature

Finally, implicit can be understood as akin to “implicatures”
[36] (or analogous “indirect speech acts” [86]) in pragmat-
ics, the field that studies the contextual aspects of human
communication. Definitions of implicit in pragmatics [e.g.,
16, 57, 101] often trace back to Grice and his concepts of
speaker’s meaning and “conversational implicature” [35, 36]
where the analytic focus lies on the relationship between
what is said (i.e., the explicit meaning of an utterance) and
what is meant (implied) by a speaker. Consider approaching
to a group of friends before a trip and saying “I am ready”.
In addition to its explicit meaning of stating one’s readiness,
the utterance can be an implicit invitation for departure,
which is a meaning that is intended (implied) by the speaker.
While understood through speaker’s intention, this use of
implicit better corresponds to how literal, as opposed to how
intentional, an utterance is. In fact, what underpins conver-
sational implicatures is a clear demonstration by the speaker
that his or her utterance is directed at the listener. This al-
lows the listener to infer the speaker’s intention by assuming
the relevance of the utterance for the given context [101].
Implicit as such differs from the HCI meaning of implicit as
unintentional and not directed at a computer [e.g., 15, 51, 83].
Some work in HCI conveys the implicature meaning of

the term. Sun et al. distinguish between implicit and explicit
behavior strategies a robot assistant can employ when in-
teracting with a user [91]. The robot assistant can direct a
user’s attention to itself by asking “Hey, listen to me, it’s
important!” (explicit) or by implying that it has something
to communicate by saying “No problem, I will wait for you”.
In this example, implicitness qualifies the relationship be-
tween the system goal (of capturing the user’s attention)
and the system output. Yet implicatures can also qualify the
relationship between users’ intentions and their actions. For
example, to save from effort, a user can intentionally make
an ambiguous query with the expectation that the search
interface will successfully retrieve the intended search result.
Within pragmatics, speakers’ motivations for employing

implicatures have been formulated through various “conver-
sational maxims” [36] or achieving a greater effect on the
hearer with less effort [101]. Similar motivations can explain
HCI equivalents of implicatures. For example, the user and
the system can have a shared understanding that the user
would aim to minimize her effort when communicating her
intentions to the system. This in turn can allow the system
to compensate for seemingly erroneous or ambiguous user
inputs while at the same time affording the user to be less
precise on purpose.
Note that, Gricean view of implicatures conceptualizes

communication as a process of intention recognition. As we
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discussed earlier, the mentalism that accompanies this con-
ception is not without controversy and has been scrutinized
from the viewpoint of interactional pragmatics [5, 12, 39, 40].
Interactional pragmatics emphasizes that speakers’ prior in-
tentions are inherently vague and negotiable, and can be
practically observed only through their uptake by the hearer.
A conceptual consequence of this is the reframing of in-
tentions as retrospective accounts that are attributed to the
speaker rather than prior mental states that predetermine the
communication [39]. A methodological consequence is the
shift of the analytical focus from the relationship between
speakers’ utterances and their mental states to the sequen-
tial relationship between speakers’ utterances (as in most
conversation analysis). Parallel discussions played their part
in HCI. Work informed by linguistic pragmatics identified
intent recognition and categorization as primary goals for
system design [4, 103]. Situated action perspective, on the
other hand, emphasized the inherent vagueness of intentions
for prescribing action [90].

Summary

Early in the section, we noted that intentionality is central
to many definitions of implicit, but not always overlapping
with other meanings (Table 1). To summarize, intentional
actions can be conducted with different levels of attention,
lack of awareness rules out intentionality, but awareness
does not necessarily entail intentionality. In contrast, im-
plicatures presume intentionality. Consciousness refers to
internal self-awareness of mental processes, which differs
from the awareness or intentionality of external action out-
comes. Note that, all of the meanings deviate from classical
explicit interactions that assume a straightforward coupling
between users’ mental states, their observable behavior and
what is appropriate. However, they illustrate different ways
in which this can be achieved. They thus relate differently
to the ordinary language use of implicit as “being understood
from something else though unexpressed”2. As implicature,
implicitness qualifies how literally the observable behavior
represents the intention of its agent. As intentionality, implic-
itness describes whether the appropriateness of an effect is
grounded on user intentions (explicit) or additional assump-
tions (implicit). This reference to expected appropriateness
is, in our view, what justifies the term “implicit” instead of
describing the interaction simply as “unintentional”, or any
other word.
Having reviewed different meanings of implicit, we can

also more clearly identify the roots of the confusion with
implicit “interaction”. Simply put, interaction lacks a unified
meaning in the context of implicit; researchers can refer to

2https://www.merriam-webster.com/dictionary/implicit

different entities by “interaction” depending on the partic-
ular meaning of implicit they employ (Table 1). Consider
intentionality; implicit interaction as unintentional can be
problematic when interaction stands for a temporal window
of user engagement (since users are assumed to be intentional
at the activity level) but not when it stands for a granular
input–effect relationship. For attentional focus, implicit can
qualify both how users attend to their own input and to a
particular system output. Consciousness qualifies the mental
process that leads to an action rather than the relationship
between the action and its outcome. Thus, it is not truly a
quality of interaction. For implicatures, the main entity is
the relationship between an action and its intended effect. A
commonality between different meanings is their reference
to the user’s mental attitude (or lack of it) toward a particular
entity. Thus, when dealing with implicitness we are deal-
ing with phenomena that is not directly observable; claims
about implicitness relies on inferences from other units of
observation.
The lack of direct observation is a general challenge for

research and the previous section already gave a glimpse
of the methodological differences between psychology and
different traditions in pragmatics regarding their approaches
toward mentalism. Work in psychology aims to find empir-
ical measures of mental processes for implicitness, which
has led to various experimental techniques such as Implicit
Association Test [34]. In linguistic pragmatics, implicitness
is determined by comparing what is meant by the speaker
against the verbal content of an utterance in a given context.
Unlike psychology, this often relies on the formal reasoning
by the analyst instead of “getting down to the messy business
of experimentation” [101, p. 280]. Psychology and linguistic
pragmatics both aim to reconstruct a first-person account
of mental phenomena from outside. Conversation analytic
and situated action perspectives, on the other hand, empha-
size the inherent vagueness of intentions, leading to their
methodological preference for the procedural analysis of
action over mental modeling. In doing so, they embrace a
third-person perspective of intentionality and study inten-
tions to the extent social agents publicly attribute them to
each other.
Various traditions in HCI inherited these different ap-

proaches toward mentalism. In contrast to psychology and
pragmatics, however, HCI deals with interactions where one
of the partners in interaction, the system, is the outcome
of design. Although a user’s mental state is not directly ob-
servable, the system behavior can be specified, enabling HCI
to make claims about implicitness through design. Conse-
quently, HCI research on implicit interaction emerged with
a strong constructive orientation toward building interfaces
that facilitate implicit interaction [51, 83]. This construc-
tive orientation is an additional source of methodological
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challenges such as potential mismatches between the sys-
tem design and user experience perspectives. The following
section will examine these challenges in more detail.

3 METHODOLOGICAL CHALLENGES

This section elaborates on the consequences of different
meanings for what we identify as the particular methodolog-
ical challenges of HCI’s constructive orientation, namely 1)
determining implicitness by design, 2) establishing design
and evaluation criteria and 3) scoping design problems.

Determining Implicitness by Design

Amethodological challenge concerning design is understand-
ing the extent users’ mental attitudes can be determined
through interface properties. Implicitness is occasionally
treated as a quality that is predetermined by design, inde-
pendent from the uncertainties of the actual user interaction.
This is most obvious in the phrase “implicit interface”, but
also apparent in other terms such as “proactiveness” [51],
“attentional demand” [51] or “predictability” [49] that re-
spectively define user intentionality, attentional focus and
awareness in terms of system properties. As such, implicit-
ness of the actual use experience is treated as unproblematic,
but the claim is ideally informed through a number of de-
sign decisions that favor unawareness or unintentionality.
For example, it can be hard for a user to comprehend causal
relationships between inputs and system effects, as in the
case of complex personalization algorithms or when there
is no salient feedback [56, 89]. Or, the input collected by the
system might not have any immediate consequences for a
user, such as when it is used for ranking search results [2]
or monitoring the audience engagement [38].

At the same time, it might not be possible to know users’
intentions or awareness in advance for a given situation, nor
there is any guarantee that they will remain static over time.
The uncertainties posed by situational factors pose a limita-
tion to determining implicitness through design. Among dif-
ferent accounts of implicit interaction, Dix has acknowledged
the “fluidity” between user attitudes for the same method
and introduced vocabulary to express their transitions [21].
Interactions can transition from incidental to expected when
users comprehend the causal relationships between their in-
puts and the system effects, and from expected to intended
when users co-opt to intentionally trigger an effect, as in
walking inside a motion-sensitive room to intentionally turn
on the lights. One can call all of these interactions implicit but
only in the loose sense of the word (alternatively meaning
unaware, unintentional and implicature).
Dix uses constructed examples to describe incidental, ex-

pected and intended interactions, but implicit as a contin-
gent quality suggests making the validation of implicitness
part of the evaluation. For example, Kuikkaniemi et al. start

with an a-priori distinction between implicit and explicit
feedback mechanisms in a first-person shooter game, but
interviews during the study show that some participants
became aware of the effect [56]. Fisk et al. report the eval-
uation of an “implicit-only” interface, where two remote
users could control a shared workspace only indirectly, by
talking to each other [31], but observe that the proposed
interaction method resulted in participants modifying the
flow of their conversation to control the shared workspace.
Verbal accounts and qualitative differences can be harder to
observe for low-level interactions, meaning that researchers
can expand their methodological toolbox into experimen-
tal techniques. For instance, Coyle et al. borrow the exper-
imental procedure of “intentional binding” from cognitive
neuroscience to assess the personal sense of agency based
on participants’ perceived time between input and effect for
pointing tasks [17].

Establishing Design and Evaluation Criteria

The constructive orientation of HCI also means that implicit
interactions are deliberately targeted by designers. Yet var-
ious meanings emphasize different motivations for design,
such as providing appropriate responses that go beyond
what the user has intended, freeing up attentional resources,
decreased need for cognitive processing (consciousness) or
accomplishing an intended effect with less effort (implica-
ture). Different motivations are not necessarily mutually
exclusive. Unintentional effects can also be at the attentional
background. Yet some are obviously so. Implicatures pre-
sume intentionality and rule out any unintended benefits.
With the exception of implicature, a common theme across
different meanings is their relaxed assumptions of mental rep-
resentation as a condition for good interaction. This position
diverges from the traditional HCI focus on predictability,
direct control and attentional bottlenecks.

Motivations emphasized by different meanings also differ
regarding their value as evaluation criteria. For example,
freeing up users’ attention for other tasks can be a design goal
in its own right, but this is less obvious when implicit stands
for unintentional or unaware; an interaction is not better
simply because an outcome is unintended or unexpected
(users’ ability to model the system behavior can even benefit
the task performance [70]). In this case, implicitness seems
more like a by-product rather than a design goal. This relates
to previous calls to formulate implicit interactions “less as
a hammer, and more as a lens” [52, p. 82], that is instead of
striving for making interactions implicit, designers should
consider their designs as facilitating implicit interactions.
A contentious issue across different meanings is the nor-

mative relevance of users’ prior intentions (i.e., users’ activity-
level end goals) for evaluation. One possible position is to
evaluate implicit interactions based on how effectively they
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realize users’ inferred intentions [e.g., 30, 100]: Users’ prior
intentions remain the ultimate metric that the interactive
process is evaluated against, but unlike explicit interactions,
their successful accomplishment does not presuppose mental
representation and intentional execution. One limitation we
have noted with this position is that prior intentions can
be vague and negotiable, thus, not necessarily good criteria
for evaluation. A related methodological challenge is their
elicitation as independent ground truths.

An alternative position that we find more widely applica-
ble is to consider interface design as oriented towards provid-
ing system responses that are expected to be appropriate in
retrospect, without any commitments to prior intentions at-
tributed to the user. What is appropriate can be operationally
defined in terms of user acceptance, performance gains or
any other utility. Even so, different meanings point to dif-
ferent degrees of constructive validity regarding how implic-
itness translates into other utilities. For instance, whether
an interface results in better task performance because it
frees up users’ attention through automation or because the
action is done unconsciously through habituation points to
different expectations about user skill. In some cases, what is
appropriate can be defined in terms of benefits to other par-
ties. It these cases, we find it necessary to establish whether
the expected benefit depends on users’ unawareness such
as when the interaction involves a trade-off (assuming that
the users will adjust their behavior once they become aware
of the trade-off). Additionally, to ensure unawareness or
unintentionality, researchers might want to avoid setting
clear goals or disclosing their evaluation criteria to their par-
ticipants. This differs from many controlled studies where
experimental tasks act as proxies for user intentions.

Scoping Design Problems

We use the word “scope” to denote the design problem of
deciding which interactions should be targeted as implicit.
Previous work stressed the foundation of implicit interac-
tions on existing use patterns [52, 83] or actions the user
“would have had to perform anyway” for a primary task [41,
p. 33]. For example, public displays can facilitate implicit in-
teractions by sensing people’s naturally occurring presence
and orientation in physical space [7, 96]. Or, consider eye
movements that have long been identified as an input for im-
plicit interaction [60, 95, 106]. An argument for their use in
many applications is their “naturalness” [106]; people need
to monitor the environment to guide their actions. A subse-
quent design strategy has been employing eye movement
data for implicit interactions (e.g., moving the mouse cursor
[107] or personalizing search results [14]). Yet a designer can
also approach the problem from a different perspective, by
acknowledging that eye movements are largely shaped by
existing design decisions such as attention-demanding GUIs.

This can in turn lead to various alternative design strategies
that decrease the need for visual attention. Thus, designers
are confronted with a practical choice of whether they treat
the existing use patterns as pregiven or modifiable.
Another issue related to the design scope is determining

which particular interactions should not be targeted as im-
plicit interactions. A design prediction from early research is
that, for many applications, implicit interactions will occur
alongside with explicit interactions [51, 83]. Previous theoriz-
ing provides at least two possible reasons for the continued
existence of explicit interactions.

First reason is the aforementioned foundation of implicit
interactions on a purposeful or attention-demanding primary
activity [21, 41, 83]. In some cases, this activity can be exter-
nal to a system, thus not part of the interaction. For example,
navigation in physical space is often external to an interactive
system, but can be utilized by a mobile service for providing
contextual data. At the same time, as our interaction with the
world is increasingly being mediated by computers, we can
expect to encounter many cases where a primary activity is
part of the interaction, such as in computer-mediated com-
munication or many productivity tasks. For example, implicit
feedback for search systems can rely on actions that users
perform anyway to examine or share information [2, 76, 99].
In these cases, explicit interaction becomes a prerequisite for
implicit interaction.
The second reason is the potential failure of design as-

sumptions or system inferences. In HCI, it is generally ac-
knowledged that system inference can fail or design deci-
sions can prove inadequate during interaction [8, 9, 45]. The
inference mechanisms and design assumptions that implicit
interactions rely on are no exception. Consider auto-rotation
of the screen content in mobile interfaces based on the device
orientation. While helpful in many cases, this adaptation can
be inappropriate when the user is lying down [41]. In infor-
mation retrieval, a user’s inferred interest does not always
match with what the user finds relevant. Thus, researchers
turned to quantify the prediction accuracies for different
types of implicit feedback [e.g., 32, 50]. The challenge can
to an extent be addressed by developing better models to
decrease failures. When near-perfect accuracy is not possi-
ble, relying solely on implicit interactions can be impractical,
leading to their combination with interaction methods that
facilitate explicit interactions.

4 DEPLOYING AN UPDATED DEFINITION

We reviewed various meanings of implicit and identified
their consequences in regards to the entity, motivation and
the constructive validity of implicitness. In this section, we
provide and deploy an updated definition based on the un-
derstanding of implicit interaction in terms of intentionality.
We define implicit interactions as interactions in which the
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appropriateness of a system response to the user input (i.e., an
effect) does not rely on the user having conducted the input to
intentionally achieve it.

Implicit interactions thus differ from explicit interactions
where the appropriateness relies on the assumption that the
user has performed an action to intentionally achieve a par-
ticular effect or, conversely, has abstained from performing
an action to avoid a particular effect. For implicit interactions,
appropriateness of a particular effect is instead understood
from the user input, but does not rely on the user’s intentional-
ity. An input refers to any kind of data that originates from
the user that is available to the system. An effect refers to
any outcome that is facilitated as a result of this user action
or data, either with or without system mediation. For ex-
ample, walking into a room facilitates navigation in space,
but can also cause the lights to turn on in the presence of
a motion sensor. The formulation of interaction in terms of
causal input–effect relationships is not new (see [22, 23]),
but has not been previously used to study implicit interac-
tions. Below, we illustrate how specifying an input–effect
relationship (or shortly an input–effect pair) as the entity
of interaction can help us address the previously identified
challenges.

walk into a room navigate in space

turn the lights on

walk into a room

toggle the switch

navigate in space

turn the lights on

Figure 1: Depiction of implicit (above) and explicit (below)

ways of turning on the lights. The dashed line shows an

input–effect pair that is expected to be implicit. A com-

mon pattern in implicit interactions is the co-occurrence (or

bundling) of multiple effects as a result of the same input,

eliminating the need for additional actions.

Combining Input–Effect Relationships

The previous section, without going into the details, made
the case that implicit interactions will exist alongside explicit
interactions. Here, we elaborate on various possible combi-
nations by specifying the entity of implicit as an input–effect
pair. Let’s start with our observation that implicit interac-
tions often assume the presence of a primary and intentional
activity. When viewed through the lens of input–effect pairs,
this translates into situations in which an input leads to mul-
tiple effects. Some of these effects are intended by the user
and can explain why the user has conducted the action in
the first place. Other effects can be unintentional but still
appropriate for a given situation. The expected benefits of

implicit interactions can then be attributed to the decreased
user effort that is achieved through this bundling (Figure 1)
instead of an effect being unintentional.
What is appropriate for a given situation is not always

known in advance, a consideration that calls for various
additional interactions. First, reaching a particular effect can
involve a complementary input–effect pair. For example,
Buscher et al. utilize eye movements to model user interests
when interacting with a search system [14], but their system
retrieves the actual search results only after a typed query to
manage the low accuracy of the user model that is inferred
from eye movement data (Figure 2a). In another example,
Buschek et al. reinforce “explicit” authentication methods
(i.e., typing a password on a mobile device) with less accurate
“implicit” authentication methods (i.e., using biometric data)
as an additional layer of security [13]. In these examples, the
ultimate execution of a particular effect (retrieving search
results or logging into a mobile device) requires an additional
interaction that is expected to be intentional.

Secondly, the system can allow falling back to a corrective
input–effect pair when the design assumption or the system
inference proves to be wrong. Unlike the previous case, this
involves modifying an effect that is designed to be implicit
after it has been executed. For instance, an intelligent white-
board can organize a user’s sketched notes as visual clusters,
but the user can intentionally “override” these clusters if he
or she disagrees with the system interpretation [51] (Figure
2b).

a) Complementary use of additional interactions [14]

eye movements

+ typed query

model user interest

return search results

read the text

b) Modifying a parameter with another input [51]

sketch

+ redraw

cluster the inks override the cluster

ink on the whiteboard

c) Equivalent methods that achieve the same effect

type text

“save” command

edit text

save the document

Figure 2: Diagrams showing an interaction that is designed

to be implicit (dashed lines) within the context of other in-

teractions.

Finally, there can be cases of false negatives, namely situ-
ations in which the system fails to provide an appropriate
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response when needed. For example, a text editor can utilize
a user’s editing actions as a trigger for auto-saving the doc-
ument, but the user might also want to save the document
without having towait for the auto-save functionality (Figure
2c). These situations require the presence of an equivalent
method in the interface that achieves the same effect.

Determining the Implicitness of an Effect

Specifying the entity of implicit also directs us to the more
precise question of whether prior expectations of implicit-
ness matches with users’ reported mental attitudes toward
an input–effect pair. Let’s illustrate this by reviewing pre-
vious work through the lens of the updated definition. In
their study of messaging applications, Hoyle et al. initially
designate “read receipts” (i.e., visual notices that inform the
sender that the receiver has opened the message) as “implicit”
effects that occur as a by-product of viewing the message
[47] (Figure 3a). Yet their interviews show that read receipts
can be an explicit effect, such as when users abstain from
opening messages to avoid informing the other party of their
action.

a) Interactions with a messaging application [47]

open the message view the message

send a read receipt

b) Interactions with a social music listening service [88]

click play play the track

modify the public profile

c) Interactions with a learning thermostat [105]

set temperature adjust the current temperature

modify the thermostat model

Figure 3: Depictions of input–effect pairs that are expected

to be explicit and implicit (respectively shown as solid and

dashed lines). The implicitness of a particular input–effect

pair contradicts prior expectations in each example.

Outside implicit interaction literature, interviews have
shown that users can put extra effort to achieve or modify
seemingly implicit effects. Silfverberg et al. report a partic-
ular social media-linked music listening practice in which
users hit the “play” button, but for presenting themselves
as listening to a particular track in their social media pro-
file instead of actually listening to it [88]. In this case, the
input (hitting the play button) results in two effects, play-
ing the music track and changes in the user’s social media

profile (Figure 3b). Contrary to the expectations, it is the
latter effect that is intended by the user. Yang and Newman
investigate the use practices that emerge around a learning
thermostat [105]. When a user sets a new temperature, the
thermostat facilitates both the instant effect of changing the
temperature and the long-term effect of building a model
of user preferences (Figure 3c). A finding from their inter-
views is that users can adapt their behavior of setting the
temperature to prevent unwanted adaptations once they re-
alize the limitations of the device’s learning capability. Note
that, in the above-mentioned cases, the explicitness of the
interaction is not negative per se; the observations rather ex-
emplify situations in which users adjust their mental attitude
to compensate for the inappropriate system behavior.
Finally, we see a more precise definition helpful for rea-

soning about implicitness through interface properties, by
expanding the scope of analysis from isolated “implicit in-
teractions” to the application context an input–effect pair is
situated in. For instance, among different effects that result
from the same input method, some can be more visible, thus
more likely to be noticed and intended by the user. Or, among
equivalent input methods that lead to the same effect, some
can require less interaction steps than others or require less
skill, increasing the likelihood of that particular input for
intentionally producing the effect.
The reasoning can be developed further by paying at-

tention to the combination of different input–effect pairs.
Consider our observation that implicit interactions are often
enabled by other effects that are caused by the same input;
bundling of multiple effects is a source of uncertainty for
attributing user intentions to observable behavior. On the
other hand, lack of an equivalent method for achieving a
certain effect increases the likelihood that a particular input–
effect pair becomes explicit. For example, a text editor can
utilize users’ editing actions as a trigger for auto-saving the
document, but in the absence of a “save” command, users
can resort to editing the document as a means to trigger
an auto-save. Previous work documents such instances in
which interactions that were designed to be “implicit-only”
turned out to be intentional and at the focus of users’ atten-
tion because they were the only means to reach a specific
outcome [31].

5 DISCUSSION: ADDITIONAL CONSIDERATIONS
FOR RESEARCH

HCI has long acknowledged that interactional achievements
can depend on external conditions that have no mental coun-
terpart in a user’s mind. Designing for implicit interactions
represent a constructive take on this insight by expanding
the scope of design to unintentional and by potentially in-
creasing the role of external dependencies even further. We
identified the particular methodological challenges of this
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Table 2: A list of additional considerations for research.

Determining implicitness by design: Do users’ men-
tal attitudes match with prior research or design expec-
tations (if so, in which cases)? How do they adapt over
time in relation to a design intervention?

Establishing criteria for design and evaluation:

What are the assumptions about what is appropriate
(from the perspective of the designers and the users)?
To what extent do users’ prior intentions represent what
is appropriate? Does the expected benefit of a design in-
tervention depends on the interaction being implicit (i.e.,
if a targeted implicit effect turns out to be explicit, is it
still beneficial)?

Scoping design problems: Which effects are bundled
together (co-occur as a result of the same input)? How
does the bundling of effects make certain interaction
outcomes harder? Are there any equivalent methods for
achieving the same effect or correcting it? How does
designing for implicit interaction can reinforce or modify
existing use practices?

constructive orientation and showed how an updated defi-
nition can be deployed to address them with greater preci-
sion. While our analysis focused on the diverse uses of the
term implicit interaction, we find the exposed challenges
representative of more general concerns in HCI, namely the
conceptualization of user and system agencies through de-
sign and the role of user intentions in research. Below, we
discuss the broader implications of our analysis and identify
additional considerations for design and evaluation. These
are presented as a checklist of actionable research questions
in Table 2.

Taking Implicit “Interaction” Seriously

First of all, framing implicitness as an interaction quality
emphasizes the aspect of situational accomplishment; implic-
itness is not a design feature but an empirical claim about
users’ state in a given situation. Beyond terminological pre-
cision, what is the value of this insight for how we design
and evaluate interfaces? If interfaces themselves are not im-
plicit or explicit, what are they? And if implicitness is accom-
plished through interaction, how does it inform design?

For design, what is more consequential than the explicit–
implicit dichotomy are the assumptions they rely on, namely
designer’s expectations about users’ goals and what is ap-
propriate for a given use case. These assumptions guide the
practical design problems of bundling different effects or
providing complementary input–effect relationships. Thus,
even though interfaces themselves are not implicit, they can

be expressed in the intention-agnostic language of different
input–effect relationships. Distinguishing designers’ assump-
tions from the actual interface properties is important as it
exposes the role of interface in promoting or precluding dif-
ferent interaction outcomes. For example, an understanding
of implicit as predetermined by design puts emphasis on the
decreased user effort achieved through bundling multiple
effects. Yet it can obscure how bundling multiple effects can
make certain interaction outcomes harder, such as opening
a message without sending a read receipt or adjusting the
room temperature without changing the user model of the
thermostat.

For evaluation, framing implicit as a quality of interaction
calls for paying attention to users’ actual mental attitudes
and their long-term adaptations. Systems that are designed
to facilitate implicit interaction often build on users’ existing
action routines to facilitate additional appropriate effects.
The implicitness of an effect is then grounded on the expec-
tation that user goals or actions will remain unchanged after
a design intervention. What is missed in this conception is
how design interventions can invalidate such expectations
if users reformulate their goals in relation to these effects
or avoid certain actions to prevent what they perceive as
unwanted effects.
While our discussion focused on the term implicit, the

relevance for similar concepts should be obvious. Distinc-
tions between “user-controlled” versus “mixed-initiative”[3],
“proactive” [59, 80, 104], “adaptive” or “automatic” often re-
state user intentionality in terms of system properties. Yet
whether a system proactively adapts its behavior in response
to the user input, or whether the users intentionally exploits
the system adaptation cannot be stated independently from
their knowledge and goals in a particular situation. Here,
our emphasis parallels previous insights on foreground–
background as situational properties [92], the accomplish-
ment of meaning through interaction [24], and more recent
criticisms against the use of qualifiers such as “natural” or
“intuitive” [11, 68, 98] to describe interfaces. Thus, part of
the problem can be attributed to a confusing mixture of ex-
periential and system properties. That said, we distinguish
this mixture from the more productive efforts of anticipating
and designing for implicitness. And this is where we see the
value of conceptual precision; a testable definition enables
researchers to specify why implicitness is pursued and how
prior design assumptions can be validated.

User Intentions from Normative to Descriptive

Finally, we frame designing for implicit interactions as part
of a broader change in attitude in HCI that prioritizes ap-
propriateness of action outcomes over their intentionality.
Accompanying this shift is the changing role of user inten-
tions from normative (i.e., as setting the evaluative standard
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of interaction [44]) to descriptive: Intentions can explain why
the user has performed an action or found a system response
appropriate, but as mental antecedents they provide incom-
plete resources for activity completion and can be negotiable.
Thus, instead of taking the normativeness of user intentions
for granted, researchers should treat the extent user intentions
become a measure of user acceptance as an empirical question
by taking situational factors such as users’ capacity to model
and control system behavior into account. Consequently, we
argue for the need to expand the scope of evaluation from
performance metrics and observable breakdowns to assess-
ing how different interface configurations subtly influence
user behavior and lead to qualitatively different outcomes.

Interface mediation in turn emphasizes the normative as-
pect of designing and the role of the designers in conceptual-
izing what is appropriate for a given situation. In HCI and
design, similar thoughts led some to expand the notion of
normative intentionality to artifacts under the phrases “ma-
terial intentionality” [94] or “design with intent” [58]. Yet we
observe that these discussions have been relatively absent in
the context of implicit interactions. Normative aspect of de-
signing becomes particularly relevant when user intentions
are treated as incentives for end goals that are designed to
benefit other parties. Potential trade-offs in these situations
point to ethical questions related to users’ informed consent
and the distribution of burden and benefit.

6 CONCLUSION

In the wake of increased sensing capabilities and complex
inference mechanisms, the concept of implicit interaction
is ever more relevant. In this paper, we have drawn atten-
tion to the present ambiguity of the term and analyzed the
consequences of different meanings for establishing why
we facilitate implicit interactions and how we validate its
benefits. In the most general level, our investigation is a call
for researchers and designers to specify their particular use
of implicit interaction instead of treating the term as self-
evident. Our review provides a reference for future work
by clarifying the differences between various meanings. We
see the conceptual clarity brought by as a necessary step for
larger, more systematic reviews.
In more particular, we call for paying closer attention

to the implications of defining explicit–implicit distinction
through intentionality and as a quality of an input–effect re-
lationship in order to address the methodological challenges
with greater precision. Importantly, we stress implicitness as
something accomplished through interaction, which high-
lights the need to critically examine what prior distinctions
of implicit and explicit presume about users’ goals, their ca-
pacity to model the system behavior and what is appropriate
for a given situation. We expect the additional considera-
tions to be helpful as interfaces that aim to facilitate implicit

interactions increasingly go beyond proof-of-concept and
are deployed in more complex settings.
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